This is my summary of course Machine Learning by Andrew Ng on Coursera. You can have a reference here after finishing the course. I'm glad to communicate with you and learn from each other. If you find any mistakes in the article, I would appreciate it if you pointed them out.(If there is anything wrong with the appearance of the formulas please refer to the pdf edition.)

[a pdf edition](http://www.luckycallor.com/wp-content/uploads/2016/06/Summary-of-course-Machine-Learning-by-Andrew-Ng-on-Coursera.pdf)

**1. Linear Regression**

For m examples with n features, we can use a matrix X (with m rows and n columns) to describe the data, where row vector ![{x^i}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAOBAMAAAAGUYvhAAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAVJkyZkSriSLNELvdPodChwAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAEVJREFUCB1jYAABpgYwhU5wOEFEWFdDZQqh9CkDBgZBZacAFQYGRgY1diCPgYNhKlTyAoRmncABYpizKTCC6KAIRQcgBQBbuwej1K+iZAAAAABJRU5ErkJggg==)(with n+1 dimension including![{x_0}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAKBAMAAACZNRnKAAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAVJkyZkSriSLNu3YQcCvnCAAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAE9JREFUCB1jYBBUdgpgAAJGBjV2AxCDg2EqA4OIK4h5gYFDgQtIs07gYClgC2AwZ1NgZN/AJMAQFKHoAGQ4AOUYGMBSIAZPAkgxCIg4MgAApQYJRPBXIYgAAAAASUVORK5CYII=)) represents an example, while column vector ![{x_j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMBAMAAACgrpHpAAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAVJkyZkSriSLNELt2f4M45wAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAExJREFUCB1jYBBUdgpgYGBgZFBjNwDSHAxTgaQIEF8AYiBgncABoszZFBgZWhQYgiIUHRgCZoGEgGAChGJVgNDsIJMYGJg5IVzuowwAoDwIIjBCsbYAAAAASUVORK5CYII=)(with m dimension) represents a feature; or in matrix X, every element ![x_j^i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAUBAMAAABPKxEfAAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAVJkyZkSriSLNELvddhiGqkUAAABjSURBVAgdY2AAAaYGMIVOcDhBRFhXQ2UKofQpAwYGQWWnABUGBkYGNXYgj4GDYSpU8gGQFmFgYJ3AARIwZ1NgBNFBEYoODC0KICYDQ8AsCM0wAUKzKkBo9gAwzcwJ4XJfZQAAOOULTQrPoN4AAAAASUVORK5CYII=)(row i, column j) represent the jth feature of ith example.

For parameters, we use vector ![{\rm{\theta }}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAALBAMAAACwtdEWAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdrvNq0Qi75ndMmbbpXvnAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQElEQVQIHWNgYFR2YGBgFUhkYChmqGDgXMCQwcCtwPCTgX+L9wcGeQamDQxtDDwXGK4ytDMwiDEUMDDwGU1gAAASVgrexIV04gAAAABJRU5ErkJggg==) with n+1 elements to describe, where ![{\theta _j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAQBAMAAAA/jegKAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdrvNq0Qi75ndMmbbpXvnAAAAYElEQVQIHWNgYFR2YAABVoFEMF3MUAGiORcwZIBobgWGnyCaf4v3BxAtz8C0gYH5AUMbA88FEP8qgzmIYhBjKGDgfM3AwPdoAgMHmwBYjIENQjF0Q2kNCH0hAUKHNDAAAB8tD/A6jeGMAAAAAElFTkSuQmCC) is correspond to ![{x_j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMBAMAAACgrpHpAAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAVJkyZkSriSLNELt2f4M45wAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAExJREFUCB1jYBBUdgpgYGBgZFBjNwDSHAxTgaQIEF8AYiBgncABoszZFBgZWhQYgiIUHRgCZoGEgGAChGJVgNDsIJMYGJg5IVzuowwAoDwIIjBCsbYAAAAASUVORK5CYII=).

For labels, we use a vector y (with m elements) to represent, where element ![{y_i}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAKBAMAAAByAqLJAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAVGZ2EM0y3asiie+ZRLvFT6+4AAAASklEQVQIHWNgVGZwZWBgSEtn0ABSE1YxNDGcZGDYCYQMDJwb2DYAKbYArgOTDjAwHBQXuPIAyPdm4BJg8HZoZGB3Y2AWvsDAowAA9rkOo9++NCMAAAAASUVORK5CYII=) represent the label of ith example.

And for every ![1 \le i \le m,x_0^i = 0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHwAAAASBAMAAABrzqenAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMARKuJmc1UZjLdIrt2EO+qBTvHAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABoUlEQVQ4EZWRPywDYRjGH21zx6dXgslCLUQMjcHC0DT+xcRmkdyiTbTDiWIo0UQiTGwmcRODhYXEdIM/g0hOaiOpySYxidH37/p9FU31G+79Pe/7PJfv3gMaOBG3AfP/rB3/s/3hWt8AOicqgyVGQ1IargRVSF4xJdMzEsBi0Cs4jHwhzaugrWrTi2JKLS7eVPzB1obRS01UcKRCDMrAdxC3Rtu1WelCEwqPioqBfeBdxq2UnGQ86ngekLaVndxjepCL9HS+fUq2RekBDmU8Oi9azbsHFG6LUr0u4AtjTBhIhWW3jx26Jy2OUpwnSDhBqzUsvoSEHPIGvgaCOW7QHtrlgVexrJjPDJbcY8w3k/gQkU8gs6ylUfbV6uhv5PksEY6CzeoeWm3j3GXYNEtIspVRcHn64+grV1mLHeOaPvpPOANZl8IN2vzIpn0KbIeShpkIiY8SFjNhetg+rtpnzpFxXuI4g3GPLR9d3ZNO2IvY+vRuRVe1mbh8RuNVL1cBc5yemUDnmRIR3jLE4NflA3fd+iQcVi9fXV17LUNm7ffkB8ZmVIZGDSVJAAAAAElFTkSuQmCC).

**Hypothesis:**

    Vector version:

![{h_\theta } = X*\theta ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEwAAAAOBAMAAAB3Ked/AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAVN2ru2YQMolEzXaZIu+GgHB6AAABGElEQVQoFWNgEDJgQAec9ssZ5F3homyNGxgYWALgfDiD6QDDRDiHgSVhGQMDfwJCAMZi/cY+AcZmYDBksGRgKELwEazflWA2O8gm3gcMKxkYmiXNEdIwVp8AiMXLvuECAwNPA8NfBobFDMEQSWZjIDCFsOeDlfGYR7sBXXV6zwcGhm8M3Qyc0hBZGMkbvADMvAy0jSGfgeMAA+cCBnWGCo4EsDCMuMr+HcTktT4MNHUWA1MB0GZehQtuzBMYGBCWsgUAnQIEHHe3HWNgKGEQZgCq5G6IXRp3ASQMAzcYGOQTQBzOBiCRxWAAVMbA3srYUAcShIHJXxjY7JeCeQlAkjUCagZ3QAdMCT6aUQAYG4QBWyuK07BoAAB9rTbN3r/jkgAAAABJRU5ErkJggg==)

    Element version:

![{h_\theta }\left( {{x^i}} \right) = \mathop \sum \limits_{j = 0}^n x_j^i{\theta _j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHcAAAAlBAMAAACKUWtFAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAVN2ru2YQMolEzXaZIu+GgHB6AAAACXBIWXMAAA7EAAAOxAGVKw4bAAACgElEQVRIDcVUQYvTUBD+0qZt0jY0CoWVXXBPeq0UEUFQPOxFhK6exEVyEAQPGsSVirJ0kcWKBwOC4FIhIK7oqR48KB4iIqWI0IMFQQse/AErC15UdOa9vJosRZIVcWjzzffNTN/kvekDktiVJ9NJ0ibn3PWLkwNJ1JLdSZI2OUd3et7kSAJVx8ogQdr/STFla2/R+OP65Ylv8EHVjB0hVDbq9frhn19UdDIGSjZiv50TZbnPKhrF7bWQmV3hDANYQTQBBx2mungC1gKR/LJM1hscIis7Au4cAugTsXM+k7wtJfM0oe6sCVZxpIiMRIOSeqEkofAtRpeJ7cF+oV1QkXfSyZwBTipN4i03yne5sD7hkZCu7dgnQ1cBbWaxX6bXmIkmA8VZxbf1FrzX9IYt/BDSfRyHOU0uVdjl2nUWb9M3SwdU38sM1oYA+nG8MriLypsX69Bola+4iabhiOJB0RNpXBy1nY5kVtjteRgBK6aP3ZjLUhFXVFgCpiSMn0/H3jp5Vawi47JUblmzowenBgBv2CrIkRsWadsMWGQzfYvhIq3E551xS6351hIpRRRaB2BzsM+P3xaeA9DMBhrLZ1GDWXTodAsrpUablKxj9j9WObZpSDAnROqpc+9lA8MAuSki4c2k2TwvvHvSNo1n1mVZ88KoJ4cLHcnz8p6ohVHE/xiQ23VMReFL78ZYYGdRsaFyBJpHR6PR5efflRhun+srQaA2CGkjJmcfC3uoREP2f0SCUpNh4S+ucOjPki0SZlUFVk+kKoolW4Ee46lIrsXzn9poosiMbtlOXQp4a+/b7Xazy7dEevO5ZIttmwGvfKm2pQ0LJ6o6n75n/KuJ+gUUT4bX956KNAAAAABJRU5ErkJggg==)

**Cost function:**

**Gradient descent:**

    Vector version:

![{\rm{\theta }} = {\rm{\theta }} - {\rm{\alpha }}\frac{1}{m}{X^T}\left( {{h_\theta } - {\rm{y}}} \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKUAAAAUBAMAAAAek+A5AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdrvNq0Qi75ndMmbbpXvnAAACR0lEQVQ4EZ2UT2gTQRTGv2TddNdkt4OIBw8mIoJ6kNBSRAS72oOFghS8eJJ40h4sKzlUTy0UTA+ii6gXi+QkeFvEq5KbehCCKCqCLIIGsdQW9eBB9L2d7HR229g/DzLzvt/75m0yM1lgI2F5ypWb/L44QcoKFEolbkr9R3Q8VTTEPKqkbiuSTmwvrXsqd8Xo4BvaZAx7mQ9SIbdvZcFqKVfGPa3pSxg+BzxlRrthPJPFzHiPtCnO6zQjZUl+z1KIWdIvmBUFQP3XCJNYHVf0SkbKkuzpLjsz9LuazEr0WeZkVRTbsJu4qPGM7FZkT/x8R9oYZ3gHcFqc6LHww3kQkLdYwW+NZ+TO4x4Xh87ElkNVmr6c5fwDkK832jFWg9UEbXOI/sdjSwSnOCIksmvLTaBuqCW4yT1lHAMKvusnsjs/p2tm+SgjH2oVKV1+wlU6vwhj71XV7tRUTj37Rd7DrEeow/aAklOG4J7XUGqTSiItywKfI/zlWALuO38SGxqIVzqVvQpRUt5D+13BGxxhyk+aipBIRhTXgQWZ0ZiLcEEJOqNHmLdNkbo05hOAzmgXfGWkJC13A/tV9RYwLBJVAF7ipHt38WFCeLZadHNn4H4KdJqWxuhc39FuufELuenJxNsn0MKraMBpJiSePTqDFNiMMKLYfTpf0VfREYH/m+vH65GBwTBr82MwWKAuKg7zveN3yPoxN75d1LK2jzHY8VXnN04AdqSTnvm26lvUslUjyBKpN/hONsWIMbp2hy1TE5etA5tY/Q/xJHxEvfxSxQAAAABJRU5ErkJggg==)

    Element version:

**Computing parameters analytically:**

To minimize the cost function J, we can also compute the parameter vector ![{\rm{\theta }}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAALBAMAAACwtdEWAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdrvNq0Qi75ndMmbbpXvnAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQElEQVQIHWNgYFR2YGBgFUhkYChmqGDgXMCQwcCtwPCTgX+L9wcGeQamDQxtDDwXGK4ytDMwiDEUMDDwGU1gAAASVgrexIV04gAAAABJRU5ErkJggg==) by mathematical analysis. Consequently there is a normal equation to compute the optimal ![{\rm{\theta }}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAALBAMAAACwtdEWAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdrvNq0Qi75ndMmbbpXvnAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQElEQVQIHWNgYFR2YGBgFUhkYChmqGDgXMCQwcCtwPCTgX+L9wcGeQamDQxtDDwXGK4ytDMwiDEUMDDwGU1gAAASVgrexIV04gAAAABJRU5ErkJggg==):

![{\rm{\theta }} = {\left( {{X^T}X} \right)^{ - 1}}{X^T}{\rm{y}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIUAAAAYBAMAAAAmDCOSAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdrvNq0Qi75ndMmbbpXvnAAACBElEQVQ4Ea2Tv0scURDHv3t7p7vc7bpYmGChh0kRUgQt1EZwU1lIQEgfTCGxSTgIJOk8EtFGksM/QA8E6ytsA6YTbK4RQhqXFNoEjfgDUijO7Hvz7i1uQMGBnfnM9zv79u1jF7hbePHd5vOmD+9hjfB2awzr5/cdXR00ND/UFZ01bFtcqeW2phF/2xWxWNfUWcO2ZUzqokA7bAXCqAHFoaHH1j5s23kUm0mGH8DyRds9T1BOqNX8mS0K3oe38BaTr5SdiihFrxWo7Lao7sIbBioNljQrF6MvCSotfBE71d/jk/bTUqKbcRz9pNyfCorLLEuEJ0FdbNb8JubF49oTcXpRpzxKl3BYSxudzvgRbP85DTYbKFfxz7bXuSlsUArn6obhbTNLPKVdpbbXREyP2Zr+S9ZHjoRghS54p5xVKPZ5yMQ3WkPFDggHUWiJwHWM09oHzioUO/Ya/uGsuFNuBCyh0haB6wFdfrJvNM2ZNdaCS7llcIBoD+Pcm3eZoGYAXTUWOTTb7+IkeKNMoPSdqI8/QSt+0TaqcE+0JBw0OzOrwGSk2/Ssw9+NjkvUQ5/hDB5cJKlq2J0xU8vncBbeSRsLWDV7OsYoxAYzwEd6I4rxDYmFruxuZeaZ+bNF4erM2p3hPUMZ+Po800rzRCBT+fhvH915o0E1T/2v5sc5Vm+Odq/SNe+edQ2/chqQAAAAAElFTkSuQmCC)

The following table compares Gradient descent and Normal equation:

|  |  |
| --- | --- |
| Gradient descent | Normal equation |
| Need to choose {\rm{\alpha }} | No need to choose {\rm{\alpha }} |
| Need many iterations | No need to iterate |
| Work well even when n is large | Need to compute {\left( {{X^T}X} \right)^{ - 1}}(time complexity: {\rm{O}}\left( {{n^3}} \right)),slow when n is large, such as 10000 |

**Polynomial regression:**

For every example, by multiplying its features with each other to make new features, such as ![{x_1}{x_2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB8AAAALBAMAAAB1x0uHAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAVJkyZkSriSLNdrsQ3e8m78ENAAAAdklEQVQIHWNgEFR2CmAAAhjNyKDGbgDkw2gGDoapDAysCyC0iyJQiuEDA4PbAjDNLMB/ACg7gYOBBSgApBkVeA0YzNkUGEECYPrAOQaGoAhFB5AAmGZIBWoFAZAWEOACOwDIgAmIMoNcAATSG8EU87/3YBqFAAA1KhUk3IMiDgAAAABJRU5ErkJggg==),![{x_1}{x_1}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB4AAAALBAMAAACaBSC5AAAAJ1BMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAilU6eAAAADHRSTlMAVJkyZkSriSLNdrvV+OA9AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAVklEQVQIHWNgEFR2CmAAAijNyKDGbgDkwmgOhqkMDKwLGGA0A8MBBga3BQxwmnUCBwMLkA+lzdkUGEF8GB0UoegA4sNooEYGsHp8tPRGsDIGGA3hgUgAiQUUJeboV1EAAAAASUVORK5CYII=) and so on. Then append these new features to the original ones and we get polynomial regression.

**Note:**

    (1) Make sure features are on a similar scale. You can make ![ - 1\le x \le 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKAAAAASCAIAAABTr0IEAAABIklEQVRoge1ZyQ6EMAiVif//y8xhYkJlKU0XHcqLhwbLJktRAfFIBMbnaQMSc5EBDo4McHCcj2mGa9E5BMAIIXFRBhjY/XkPDiV1f41XpppUwS8zMdEDX4umpYaMciNimcva2qnIs9Nm9xOrWgx2KG+NlVndqRHlIQuui3KipFUkAlv4gYpMbiHVbtjpJ1atstmRbW6Seei+93k0okUPbOmTTmVeCr8MdgZjDWzfaQJpxksSJkzRzrLg4M18FHgUnUfGMjT5rhkvObLTezCQhjYvmah8z57W9KoaX2qH4lu0plI7/8UWoc1WVIL2PqaNFRzGlHfj7R+ybI/4A/TL5HQq1h8O3STInw2rsfZc2KlFb4nnPlVui7UtMys4ODLAwfEFAWdrK2INauYAAAAASUVORK5CYII=) by feature scaling:

![{x_i} = \frac{{{x_i} - mean}}{{max - min}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFsAAAARBAMAAABA282gAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAVJkyZkSriSLNELvddu/kGSPRAAABTUlEQVQoFWNgwAJYxN0YeMHithfFBRU4CgV6pRffFbyARSlIqIOHESoTuoFvwYQ1C6om8LBGMkzAoZzBjIHDheF6efkFXgEzhgnSgksUVjNcZFXAodziCiuHCFiOe8FFxquyDGsdfA12MZmChASVnQLQtPm6ezBkQZQzZLGWsgtGKV4K2MDuARRiZFBjNwBLpYGAA5gJJFRgDFSag2EqAwNTA6ogPt4HNEn+/zgBUCnrBA6IelTHoJkB45qzKTByOMF4uGmoe4MiFB1YV+NWhk2mEJsgbrFTkKCEKGC+K1goxNArvcCxJAEkAuZzOAGpCxAFqIHMGs3wipNrAg9HwwEBkDyYz7oaZ6K5yJzAyQJMJcwJDLzl5bUMID5DIc5Es4tXQDbWwde41yEAZDoDiB9wCpZowELIxAa2BeHAVBJypaQBLAziB6gwgBINANAKZ2Oz0miMAAAAAElFTkSuQmCC)

    (2) Learning rate ![{\rm{\alpha }}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAHBAMAAADDgsFQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHZUZs0iq7uZMkTd74kVJr/+AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAMklEQVQIHWNgEDJRYGBgDGMoZmbgcGDQXMYgL8Dg4cCwh4HBh4FBloHhBQMDs/ZudjMAcRYGNTGf7dMAAAAASUVORK5CYII=): too small slow convergence, too large J may not decrease on every iteration; may not converge.

**2. Logistic Regression**

**Classification problem:**

Every example ![{x^i}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAOBAMAAAAGUYvhAAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAVJkyZkSriSLNELvdPodChwAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAEVJREFUCB1jYAABpgYwhU5wOEFEWFdDZQqh9CkDBgZBZacAFQYGRgY1diCPgYNhKlTyAoRmncABYpizKTCC6KAIRQcgBQBbuwej1K+iZAAAAABJRU5ErkJggg==) has a label ![{y_i}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAKBAMAAAByAqLJAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAVGZ2EM0y3asiie+ZRLvFT6+4AAAASklEQVQIHWNgVGZwZWBgSEtn0ABSE1YxNDGcZGDYCYQMDJwb2DYAKbYArgOTDjAwHBQXuPIAyPdm4BJg8HZoZGB3Y2AWvsDAowAA9rkOo9++NCMAAAAASUVORK5CYII=) whose value is either 0 or 1. The goal of classification is to label examples without labels.

**Hypothesis:**

Sigmoid function:

![g\left( z \right) = \frac{1}{{1 + {e^{ - z}}}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFsAAAAVBAMAAADbSo+2AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAZlSriXYy7827RBCZ3SINuqakAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABUklEQVQoFY2TPUsDQRCG31sP8T48jkh6sRGMwoGkszgkaWUL059COov8CLEWO7tDSX+VFoIE/ROCTcBYCBb+A53ZXZNzN5gM7O7MOw+zHzcHaAvHvHo6sOehLeBdKYl0EiR4bUcdaeXISbDQtNXQlP20Eyp28LjSXLAcvm6wuJjHO9U/DOXNvWsd9xobwBmQvDyUEKM51cX15kztog3s0nPdNYAwo8Q+Wzoj6t7qABcKBwqD19O272cYALckP9IQOU1T+7btC4EMLwG6alIldCJJ7H+H8WVAyBrQb/WBuJyWZsdtluhprwBWqqjczoC/n0k1S/pbQByU7N7TEEa0moAfPKcBr9dL1V436HJMldmsFjP4ZItzIq2A46EqfMICErOJCmjSePTqs/D2TLgxMWbH/j2amHTOO6dXLUMtWHR1IaMFnE6rZsmBw52lcAXJOvoDDRhC5ym0x9sAAAAASUVORK5CYII=)

    Hypothesis:

![{h_\theta }\left( {{x^i}} \right) = g\left( {{x^i}\theta } \right) = \frac{1}{{1 + {e^{{x^i}\theta }}}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAK0AAAAXBAMAAACL0NJjAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAVN2ru2YQMolEzXaZIu+GgHB6AAAACXBIWXMAAA7EAAAOxAGVKw4bAAACl0lEQVQ4Ea1Uz2sTQRT+Nj82u8muSYWWllboyV4jRUX0kIJ46WVBPEip7ElBBKtY8CBlSylGghBQPLQIBbHqbS+e9LAeVIIUIlgomEP/hJ68ib6Zt7M7mzSn5pHM+973vfl2ZpYdIA27K/EevJRL0WuGeyIVUzqDtjOVKn4PAEVQdsNhRcoXL6dYQ5HCFi9clTI7mep5pkqKpQQBp+txYfOK9iO4kabHMN4iqeZ6iN5gg2B034IX9zi+BK8aAP364xsTpBb8XRT6Za5136of9+Q4WzXge0xpaTZRz+ESnBVNSqHu+1DRvxjk7mT3w6zbUKp7iA8o8pkxl46678bURRaeAMbMasehc5lJWwndGK+jFCnVCfAXBpWDYVylvap4g+sMyazm1J+K4gX98/MU5wlYYT6URqxWf3w+gl0nQTTM0yqOjz9owZ4mjXy75bZsEr5JrKG8In1ZvQ8rYt+k4zhg72AOjy2fF1nllkm9cwOnwEZS3UKOHhPoHf8G4ghO4M52r+VpneK9baErJojzT85hES/pc2sQJdVH4pTkextyDiF1gh5eCZbf3iK7MkrBFdQE2RGDihYWCe4o9S7qgNNW6rCcQ2nTCNZIzvt2pzcu+xpyjId7Y3OELiBWi5O0hiHfhZix76G4zFMrXpOA4XFFm44Uktk8pMQPVHxPAc7bWvnTQ7DKtVHbFYD2x5G5d+yaFRKdV6LM2XtH3mNyVcVPUd43F75ys7nZFSB+Cm2FaR4rzz4KUJLzYsHVC+LEew6E5t/sOp7tvRM4CUO6U9k3ixvOJH2D93rsezB2u04e9kRD6z0JZF/zrDX9pU0+Lf8kZtrcJRw03zcfLExo3Cggr9cIzVGYpR7yHguA9amUGxkKM07/AfS1lS16xQkwAAAAAElFTkSuQmCC)

    Notice that value of ![{h_\theta }\left( {{x^i}} \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAASBAMAAADS2iHvAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAVN2ru2YQMolEzXaZIu+GgHB6AAABAElEQVQYGUWRMUvDUBSFv5eKzWtTGgRBsUM312wuDk7OAcdSyeYqQsFBJCDFgotQcHASROf+hG6SQchgJ/0dzt57X2Mv4d5zvpy85OXBpnxt+pN8w0R9N+5fGFg2OJbHdrK18wsTqyU9CWw1KyWF4acTkKsfHERGiVP4gKvg4CuI6AJGcLd/FPwNuMGkSmTRAbxyFrDoNMnu1czhlwf8gWjBdefRInP8C4dcx4VF6Btlj6TsDevTlqT0lc/UemNEdNktx2/n4jq0y2NSxZV8bXvqylvRrcJXP7tKdTtS3Xwm3eVmpOnmpVz6riPTpqW/Smp7anNiRtqqETZdCCHH8Ae2Zi7bNSeEegAAAABJRU5ErkJggg==) represents the probability of ith example being labeled as 1.

**Cost function:**

**Gradient descent:**

    Vector version:

![{\rm{\theta }} = {\rm{\theta }} - {\rm{\alpha }}{X^T}\left( {{h_\theta } - {\rm{y}}} \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJgAAAASBAMAAABVxwqsAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdrvNq0Qi75ndMmbbpXvnAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACAUlEQVQ4EZVTPWgUQRT+7ibJ7XG53BaiYJFbjGJ3HMFCUWStFELg0llqZdKEg4CJhZjKsxDZQjsJB4J1CgubSEpFhCMQyB9ximjQhMQQDNjle7OXdTLsQe7BvHnf9733ZmZ3BjirZSb39yaY7EUdKnQHPo1W/ltUKbxOE4XrKKQUFLGDFvn5FM1QWW45MxTasgON1Dhqqb8anwR4IXCrbmjH5blMr//QZh0YS1/hVYEvAgo+S3RMO74GTGHGJh0YS/v+Co/QFNDPUWLDFFtAvolxS3BgWymNzgKKKwNvODYksG33sPg+whYKAf5ZvAPP3Q5FzL6j+3lfwnWOq9efSvjfvCZC4CZKH0b+kJ0W0zxBDNt5mQlMKcbeYZuQCuARthMcB5/l1jRQRnbeUmI4IK2fmC89skp17nGSIs0OcBneNQbbkhcxuKt8afYc/a0kEw4s+/ihgbz+nuQ0uM8H+IalLMsTKw8yHMYyG9JkiWmNEygU7SWwy2kQfXWD6fgDCkF+MRrLzZ5QnHsX6LZwHkmeiKfhReAKNxZAHYgo1sfb0eoJfk3+jmLCeG+R00cMDNukA9W9F7kb3rMaLhxpUwTkfF61YkUFa20inkJOtVPMWYDSJqtHX7Kz5fvLc+rW6qZAVe1HWJH7Iw+9W9s0BZmKXfrqDsm5bjsxX9ld7HqNYysVci/y3vb/AAAAAElFTkSuQmCC)

    Element version:

![{\theta _j} = {\theta _j} - \alpha \mathop \sum \limits_{i = 1}^m \left( {{h_\theta }\left( {{x^i}} \right) - {y_i}} \right)x_j^i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANQAAAAkBAMAAAADYgkyAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdrvNq0Qi75ndMmbbpXvnAAAACXBIWXMAAA7EAAAOxAGVKw4bAAADjUlEQVRIDdVWTWgTQRT+skmTXdLdBsUeBDGmF0WE0OagCBK0B0GQFPQq8SIeBCNRowdl1fpTvOxBhfpT40XoLVpBPVTjyZMYBA/iX0Ch+IO2RxGp783O7E5qkUqbgA8673vfe/PezJvZSYGFiz040Ld54eGLiTTP4lZ8MQn+Ye42u9SpUkOxbM79h6UtIrSQSJ3uUKlFrPK/mDqirdL0hJH0HI1UsKlA0o9S5t/1bKVSOfJ8NktRVl4LvaRwCyvJwKmCFqS/cxF8LtCQ1CfUAmNdgAJgeAEEIn15zWK4LDeH8M3EjNBDNA4D0acyyMwLYH0BrklKU5ZcCLvRldqruRgOxVNzGGFGbgu1nMY79LdHWLRDP9hcQakkpauCb7AbZRzTXUAim3BbGWm9zyu6TsDfI9AtyT6q2lABoZ4M3VYV+0MHo6uIu62MtIxfEli0VLsujctSP2nAyUusqY+hO5nGD81D8C56vBYmsk3GH5C0XQOM8nl/D6+JHJj84j6i8yNeSfQjehnzT4F099zbMY1ok/pGd7lykhw/Bx8DWwgo6fUS2SwbN0s+xSnjJaeEM3mRK4r7RoNcpvRz1Ns3mMJD4DytQLpXw6CJmkSmsd43p7i4xxcgNkmK5sjz4VI9KSNvp9eIUpY8Ay7l8KTjgJcBr5tLKfc5dDeYCsQs4llgMIjMwNkjmFhTKLF6nteVohtFuYBp4YimhfKHcYwz6OeB3VvwkmLFpVcNtAu0uLEaR/hi1uHUBbwoGavAJ3rduvKNsvG1MIsWu/RrYVXtKmfhY5buXpRgxlMc6UukmABc7VuLVGFQbmqEGBkVQTvf6vTbVTo04EWiFmU66fLoi100aqdowoPQ7fR7IlyFAB/4fSmGNnIX3DIF0cfOJK//EFDHi+ZOI03XKYWLIxNNYls/4YmvWSMLFOC7VZ9UZzheiFlTSNMnBN5Io7yfA9wNvr1SWh+mleheBfUwBX1aq4KVNlyFQh1rMhbHRi1mWfaJxxIPQrgdSlamykg2YXiKKArQ8JUi6SmgA/hDzo6Ojt4YPsj7tZua953Cls7Gci7zYzywyD7tcoUVDl3bQxygo/uENJjYFLDUQU8af/1pnK9PWpIlhPP2aQnza6nm7ZPmb4Xyv4PhVraNlnO4jcnnpOaXps0iHkqq0YFS5gork8ls6EQp9Plt68Cu8ORVx3b1SOwqujvb5kuxBOl/A5HrwzNe+Ub6AAAAAElFTkSuQmCC)

**Multiclass classification:**

One vs all: pick each class as the positive class and others the negative one, compute ![{h_\theta }](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAVN2ru2YQMolEzXaZIu+GgHB6AAAAXUlEQVQIHWNgEDJggACWACiDPwHKKILSDM2S5hDmYoZgCOMbQzcDpzQDA+cCBnWGCo4EBp4GXoULbswTGJgKuBtil8ZdYGBiYG9lbKiDqOcO6IAwGAWWQRhsrRcYAEQLEKetrOpaAAAAAElFTkSuQmCC), then select the highest-![{h_\theta }](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAVN2ru2YQMolEzXaZIu+GgHB6AAAAXUlEQVQIHWNgEDJggACWACiDPwHKKILSDM2S5hDmYoZgCOMbQzcDpzQDA+cCBnWGCo4EBp4GXoULbswTGJgKuBtil8ZdYGBiYG9lbKiDqOcO6IAwGAWWQRhsrRcYAEQLEKetrOpaAAAAAElFTkSuQmCC)-class as the label.

**3. Neural Network**

Neural network is a structure with some layers, which includes at least an input and output layer, and besides there may be some mid-layers.

Every layer is a vector. Supposing an example with n features, the input layer is a vector with n+1 elements (including ![{x_0} = 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC0AAAAPBAMAAACCUFuUAAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAVJkyZkSriSLNu3YQ3STL4jEAAAB8SURBVBgZY2DAAlgTsAgyMLAWTcAqzsBIjrigslMAmnEgcxgZ1NgNwOJsaUCQAmKCxDkYpjIwiLii6IDY+4CBQ4ELU5x1AgdLARvQClRzzNkUGNk3MAkga2ABmh8UoegAFHdAEmeufQThQsxBkoEyeRJQ7YWrEHGEM6EMAHIkFYKRE9OJAAAAAElFTkSuQmCC)), and if there are totally k classes, then the output layer is a vector with k elements each of whom represent the probability for one class. The mid-layers can have as many elements as you want, which depends on the structure of your neural networks.

Between every two neighboring layers, there is a set of parameters which determines how the next layer comes from the last layer, and this process is called forward propagation. To minimize the cost function, we use back propagation to update those parameters.

**Forward propagation:**

    Element version:

![a_i^c = g\left( {\mathop \sum \limits_{j = 0}^n \theta _j^ia_j^l} \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHoAAAAzBAMAAACqIAFzAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAIolUuxDNMu9mq5lE3XbQ0okqAAADgElEQVRIDZVVTWgTQRR+m2ySbrKbnyKCB2loPXgQLVYsFcWI9CJY9iDaW3KpIngI9QfRgkEEr9HiwT8MCB6CP5GeFJWA2EvVRqGInhYFQQRNkFKsos6bN5tssrMDzuG97+e9menuyxZAtV4Gm8eDLeFoheASvRjskWOlgysiS8EeOfdVBdtVJvNiDVVBdFjlAlhK3yypu2+q7Qm1/V5tLyptc1lpQ5/yD4vneHfs24gj3SZBvtQDSNHe5jwUpBUx5d0WbWr6ZNak3fBHLpP6VJjjiRl52T65TOoHYeZCl+RlG+UyqT9VJnqL6eCK2EqwR06+HFxhSB/pQ94QbmBKZTmRhkQT5dRqtVrd//dHd0mshtyqdKteppeQGbzPuIC4s5LDiKMFUvq3UvZG4T2wUdQxRoacdfxQ0NMoxksYAQohyt7YV+FssoApMsyCbk+9yCEDi0f628DIctYdUhXOY52Jug13Q7gLwBkeQ/Rck47GaVdI0SVhS1HIWgmOWYc4uVrHhN39I+ORuZ1cFMGYvcaQ2x1tCDmRhVaiDNrQNnu6jlqyBdpUrIQQgL2aarXMwGbAz2E+ywJb2iplSD372mRwrX1aCEYLouVwRTCR2G5HGHS7YbdNRh5CNYaOwg5RaKxA3ma3SaSFgClUgRJL7s3hC4pszYNVhPCVZXgEEC4zgd38FVgZbrZvrjtmjilud/vXfYIfajbgjTiLda+HRYO63RhydAe7KySsoQRwEFDRGmYTD2aLPfPk7NlR7TpRipG5XUWGxLTAOFfZccblNLDKL6NzRWoQ79s84O0GmERq5bgYx50gXOcEzKiNgJKYNRgij+Jz9srY0huc0jNr/2OIUg1PogKW+AFkwMfXZUS0s7knk8nMfP4lPFggwJNVIMLegW8lmyjFD/OFA8DXJk9yn4ywulK41UWJFAs8U0o5JMqi1vM94TUTdU86R4QrvnAeFT5UAGM3fDbALVsiutIdF7ARqekd0kb32kgCvnc0Ixuvd5iL3rpAlgfYaxRTGHISw76SyG+f5BGiWT5U/YODg9MO+yH2LqPUq3g5d2m2pDfH3RULb7YAePbJiuSpDaQVvQCPmStma2zWX7nBL3mVfBrEbHlVF0cuukiekxUQsyXz+UdOZrjaOxfI8qQtUz3aKQ/2wb0+pUcwaj2ChyYVnih74invge2PZY/+H/QfLH63mRQiYoQAAAAASUVORK5CYII=), *i=1~m*

    Vector version:

![{a^c} = g\left( {\theta {a^l}} \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFIAAAAVBAMAAAAnX6R8AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAIolUuxDNMu9mq5lE3XbQ0okqAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABeUlEQVQoFYWSvUvDUBTFT5KmIW0aYwdxUSqOghQVCn5RkO6hgzgIZhFxE3EQXfonFDrplNlBxA7iZNBZjVPX4OZSsnRy8d6keU1axUt473fOue8jIcCfpYhE8fcF/wYPwtTuTE+ISTAC4ZlVuENRXhGugJINNLcjmbPwPPQdWTQI2CBq5KkdKEUPk17hcax2gEK14LF7ARSrUWwGUjRnhgEwi7zH3pUH3QXKqw21u8lGUnrnGpBC4B5TlrS4Zp96MHxIh1orbrnhahMv4xYc4bv/hBn7nGNamG8rLuOoaOURoDhQQyzhGOscER/YRd4nVbKLFr2lA8NBTx3gkTPqfEVpOm5LTs8FRp329KHVDZcu8WFRTqfP4V2PO5NRDnIBQHdQnQIk3wj5TJJm57KW9MSz2t06IQqBzgLwVeuyUupxODbuse5lTDnIyFi80Gei6meivJWRsfh8azPsZqKzjMoK2Uvr0c+adofspjytkhITOJ9ymin+F38AwapPT4/UCo0AAAAASUVORK5CYII=)

    Note:

(1) You should add an element ![a_0^c = 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAAQBAMAAACfEoDkAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAIolUuxDNMu9mq5lE3XbQ0okqAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAlUlEQVQYGWNgwAJOQcWEjJAlD22D8hKYkIUZzCA8TgUUUZgw3wNGFHGQaiFjV9bNNujCjKnsDRAxrlVAsBLEBqpmm8C8ACKMIIHC8QHcExgs5yDEgCyg8FkGXkHGDSxADoohsgznOTkVuA4gK5/GwMA3udqc6QG3AZJw0f2dYB5QeAKSMIyJbghUnHUByEpMYDkZTQwAz2Aep6uHy3EAAAAASUVORK5CYII=).

(2) Letter 'a' is the layer vector and the superscript 'c' refers to 'current', and 'l' refers to 'last'. N is the number of elements in the last layer, while m is that in the current layer both excluding ![{a_0}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAKBAMAAACZNRnKAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAIolUuxDNMu9mq5lE3XbQ0okqAAAAT0lEQVQIHWNgEDJ2ZQABxlT2BjCDbQLzAgbLOQwM8QHcExg3sDAwnGXgFeRU4DrAIMtwnpPpAbcBA9/kanMgYwJYA1gKxGJdAFQMBpaTGQCbsQ6t8+VyeAAAAABJRU5ErkJggg==) which always equals to 1. Therefore ![{\rm{\theta }}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAALBAMAAACwtdEWAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdrvNq0Qi75ndMmbbpXvnAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQElEQVQIHWNgYFR2YGBgFUhkYChmqGDgXMCQwcCtwPCTgX+L9wcGeQamDQxtDDwXGK4ytDMwiDEUMDDwGU1gAAASVgrexIV04gAAAABJRU5ErkJggg==) is a matrix with m rows and n+1 columns. Notice that there is an independent matrix ![{\rm{\theta }}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAALBAMAAACwtdEWAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdrvNq0Qi75ndMmbbpXvnAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQElEQVQIHWNgYFR2YGBgFUhkYChmqGDgXMCQwcCtwPCTgX+L9wcGeQamDQxtDDwXGK4ytDMwiDEUMDDwGU1gAAASVgrexIV04gAAAABJRU5ErkJggg==) between every two neighboring layer vector. The function g() is the sigmoid function.

**Cost function:**

L: number of layers

K: number of classes

![{s_l}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAKBAMAAACQ3rmwAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHZUmSKru0TvZs0y3Yki+AotAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQUlEQVQIHWNgEDI2YAACV9YEEFXSwMB8gYEhbKYAjwMDswDLAiYDBmkBlgD2AAbm5jUMvCA1DAzHINSqBjB9rgEAUdEKbkxUGs8AAAAASUVORK5CYII=): number of units in layer l

**Back propagation:**

    Def: ![\delta _j^l](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAUBAMAAABL3sEiAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAMna73RBU7yJmq0SJmc3a5RSzAAAAcklEQVQIHWNgAAI2BxDJwHgBTDElAJnKjswNDAxMDAEsQDGgiBSQYq1gmLmBgYFzCYPMBgZW03gBoBjzBuYJQKqdgSuBIZNhFwNLAJAXzLAHSDKwqU1g6LwAYjFseAqmGB6AKW6IIM8GEI+RDyzGrM0AANIIEjcW6LrPAAAAAElFTkSuQmCC): "error" of node j in layer l.

    For the output layer:

![\delta _j^L = a_j^L - {y_j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFkAAAAUBAMAAAAU44wuAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAMmar3XYQ7yK7RFSJzZnbkXx0AAAACXBIWXMAAA7EAAAOxAGVKw4bAAABRUlEQVQoFW2SsU+DQBTGPyogFDCYdDYX0cnEGOukk7o4OuvC1mhiytiRGBMdjJudL9HRaKtxctbBONSlM4Ob/4R33GGPO97A+97v+zgeBIBXZ7ts6sXap+qoajtXJ6EPTCRJz3TczGSMWMkuXkwn2DAZIw5SvJtOeGgynibAN051L4pdqjM2uwMgw4fuzCNMdcbm1hZu9pLaltdvQ+9nuauEg1Wc8dEd9mOJu7wI4E2tTKKqLXaQcO1Tn1RM9oj8f5CEH5AD+Rc2ERBcYm6E51q+ny4QaGwA9nrAHeyUd1b8HL7JPeyrEswuXiaWO8HDDAp1gaeWxqxJWHjrQHBMcF7UTGdtaayz35VRO0rLGJ3W0o2M/UqRTE3MNGqsl+4AjyLVLsx0nTmvFPgUqZBJvUwWi6dZ1ULKHQ3slpa+f6TEpGxiwB+5ZDmzX51kRQAAAABJRU5ErkJggg==)

    For layer l = 2 ~ L-1 :

![{\delta ^l} = {\left( {{\theta ^l}} \right)^T}{\delta ^{l + 1}}.*g'\left( {{z^l}} \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKAAAAASCAIAAABTr0IEAAABIklEQVRoge1ZyQ6EMAiVif//y8xhYkJlKU0XHcqLhwbLJktRAfFIBMbnaQMSc5EBDo4McHCcj2mGa9E5BMAIIXFRBhjY/XkPDiV1f41XpppUwS8zMdEDX4umpYaMciNimcva2qnIs9Nm9xOrWgx2KG+NlVndqRHlIQuui3KipFUkAlv4gYpMbiHVbtjpJ1atstmRbW6Seei+93k0okUPbOmTTmVeCr8MdgZjDWzfaQJpxksSJkzRzrLg4M18FHgUnUfGMjT5rhkvObLTezCQhjYvmah8z57W9KoaX2qH4lu0plI7/8UWoc1WVIL2PqaNFRzGlHfj7R+ybI/4A/TL5HQq1h8O3STInw2rsfZc2KlFb4nnPlVui7UtMys4ODLAwfEFAWdrK2INauYAAAAASUVORK5CYII=)

![g'\left( {{z^l}} \right) = {a^l}.*\left( {1 - {a^l}} \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKAAAAASCAIAAABTr0IEAAABIklEQVRoge1ZyQ6EMAiVif//y8xhYkJlKU0XHcqLhwbLJktRAfFIBMbnaQMSc5EBDo4McHCcj2mGa9E5BMAIIXFRBhjY/XkPDiV1f41XpppUwS8zMdEDX4umpYaMciNimcva2qnIs9Nm9xOrWgx2KG+NlVndqRHlIQuui3KipFUkAlv4gYpMbiHVbtjpJ1atstmRbW6Seei+93k0okUPbOmTTmVeCr8MdgZjDWzfaQJpxksSJkzRzrLg4M18FHgUnUfGMjT5rhkvObLTezCQhjYvmah8z57W9KoaX2qH4lu0plI7/8UWoc1WVIL2PqaNFRzGlHfj7R+ybI/4A/TL5HQq1h8O3STInw2rsfZc2KlFb4nnPlVui7UtMys4ODLAwfEFAWdrK2INauYAAAAASUVORK5CYII=)

    Gradient descent:

![\frac{{\partial J\left( \theta \right)}}{{\partial \theta _{ij}^l}} = a_j^l\delta _i^{l + 1}\frac{{}}{{}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF0AAAAdCAMAAAD/95CdAAAAM1BMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADxgEwMAAAAEHRSTlMAVERmIjJ2uxDdzZmrie9ARd7U2wAAAhxJREFUSA21VYmu4yAMtLmTQLf//7U7tiFNdnlppPZZoqrBDD4nRL8s7HyQJ3jZClFg/HWcSvrKsxEwWZEeAKeGFRu1Ev034AswszgfFvw4cT0Xqo62G+gsd3Y5a06ij4ndIugscLLC6v0j0Kb5gn4h8eRC1yxoX4EeVjj8FIBN3K5Y3Cg+iLzobySdbLomyYV4oG9YLJi0SNqlAslTgwXfSLymFFdiyku0BFvpsCfoSDDVQAtFBGHozLTiJY+TdzLSDiDc6NrBd9eKBOS5ieua7NK0RW3jEj9q0DDRnIgWWmsrVjTfqZxcPPThqWDzR/yIr6ALaGgH3/+91o9Qajz/o4TGjL6NrbvmK7IyNIPgnE8lV6zSa1kOR3WXfhhQF2mrLiWX8nw5gyJ8JCtesUZTmIwI8rTDnpcy96E80QGbwaFvg0RRD7HOb+lu+9+JPTHVzpy03hLGLDvpHJmWG9PdxqWfPRBGwnwPNwpG0O3dMLlmLAziNS6YWJy2kue4MeoYvPQtp8u5NhZW4lWmOUFdKU6n2izspYm1sbASb0zvM3NEUP7QDScZmomy8B8l3ihDfF/cYaLbvG2MhTvx3kcWyzGs8n8pU8eMhTvx6qTdHLdIr8TsEyAPHcVYuBPv8eDd/5xOFDg3NxZW4g0eXezufJbmULPdFwsH6dygH9yZ4ad7VT4iaVqeT6FxX8lpfHK+gDeB+E307WuJ+QteFw1TMSEAhAAAAABJRU5ErkJggg==)

**Note:**

    (1) ![{\rm{\theta }}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAALBAMAAACwtdEWAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdrvNq0Qi75ndMmbbpXvnAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQElEQVQIHWNgYFR2YGBgFUhkYChmqGDgXMCQwcCtwPCTgX+L9wcGeQamDQxtDDwXGK4ytDMwiDEUMDDwGU1gAAASVgrexIV04gAAAABJRU5ErkJggg==) should be initialized randomly

    (2) Before applying back propagation, you should check whether it is right

**4. Support Vector Machine**

**Support vector machine:**

    Cost function:

*Function*![cos{t_1}\left( z \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADkAAAASBAMAAAATXWtDAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHZURM0iu2bd76uZiTIOTvuDAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABGklEQVQoFW2RMUvDQBiGnzMliTTEIHVx0GA2p7QG7SgOglsL4nyOooOgg2OdXeo/0Nmlrk5RijgWBDehozjpP/C+XDok9oO7733f5ziO+2Be7UvozyMmc2MBdhdVrcDaj2o6c3tWnM182W9tf7bNq9JwaH3ZgmkFL+SFdc9t6sewnKUq2UAlW+Hmi5Y8zOGk38LJUUdOb0U300CfshQJlJTrr5TGCG9AdEUw8cZwAI3YUkKjR6xHqF8WU/fpnk+4MdSkKG1OTYrzd3xHbd44dJGXyKuO0aJXUe0hl6rPKz9+QekRJmsxwS5OktHpaLLulPfU0kdazgPUfgMzGHMzXbNM1X+ypE1L/09h58KQcCDYLXZRtdoWb6b/B+bVLjE8AMX2AAAAAElFTkSuQmCC)*has the property that when z is large (larger than 1)*![cos{t_1}\left( z \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADkAAAASBAMAAAATXWtDAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHZURM0iu2bd76uZiTIOTvuDAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABGklEQVQoFW2RMUvDQBiGnzMliTTEIHVx0GA2p7QG7SgOglsL4nyOooOgg2OdXeo/0Nmlrk5RijgWBDehozjpP/C+XDok9oO7733f5ziO+2Be7UvozyMmc2MBdhdVrcDaj2o6c3tWnM182W9tf7bNq9JwaH3ZgmkFL+SFdc9t6sewnKUq2UAlW+Hmi5Y8zOGk38LJUUdOb0U300CfshQJlJTrr5TGCG9AdEUw8cZwAI3YUkKjR6xHqF8WU/fpnk+4MdSkKG1OTYrzd3xHbd44dJGXyKuO0aJXUe0hl6rPKz9+QekRJmsxwS5OktHpaLLulPfU0kdazgPUfgMzGHMzXbNM1X+ypE1L/09h58KQcCDYLXZRtdoWb6b/B+bVLjE8AMX2AAAAAElFTkSuQmCC)*is 0, while the function*![cos{t_0}\left( z \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADkAAAASBAMAAAATXWtDAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHZURM0iu2bd76uZiTIOTvuDAAABIklEQVQoFW2RsUrEQBCGvzVHLpIYg5yNhQbTWeXOICkPC8HuDsQ6lqKFhYVlRB/gfAOtbc7WKoqIZUCwE64UK30Dd7J3ReJNsTP//80uww7Miz0xnXlEe3YowJxS1cMz8qPuztSuKU5neppvTH4yqV2n/sjoafImNbxQVNI+M64TwkoSq2gTFW37W8+Z+H4Bx8MOVoE6tAarmRt72QnLgUBxufyKaY1p5wQXeGX7BfYhvTYUH6EbAeqXxdh+vOMTu9CDaheV6a5S+lu3fAdd3jiwndLtI1MdkaGnWkN1R5yrIa/8OEuhF8MAP1oP8fpYUUKvl5GkE95jTXN4oGPdQ+M39F7kZVKqaP4kaiwXXEP/byG90sTPBdvVKVUjdkTr7f8BX7cyVE6g9l0AAAAASUVORK5CYII=)*has the property that when z is small (smaller than -1)*![cos{t_0}\left( z \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADkAAAASBAMAAAATXWtDAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHZURM0iu2bd76uZiTIOTvuDAAABIklEQVQoFW2RsUrEQBCGvzVHLpIYg5yNhQbTWeXOICkPC8HuDsQ6lqKFhYVlRB/gfAOtbc7WKoqIZUCwE64UK30Dd7J3ReJNsTP//80uww7Miz0xnXlEe3YowJxS1cMz8qPuztSuKU5neppvTH4yqV2n/sjoafImNbxQVNI+M64TwkoSq2gTFW37W8+Z+H4Bx8MOVoE6tAarmRt72QnLgUBxufyKaY1p5wQXeGX7BfYhvTYUH6EbAeqXxdh+vOMTu9CDaheV6a5S+lu3fAdd3jiwndLtI1MdkaGnWkN1R5yrIa/8OEuhF8MAP1oP8fpYUUKvl5GkE95jTXN4oGPdQ+M39F7kZVKqaP4kaiwXXEP/byG90sTPBdvVKVUjdkTr7f8BX7cyVE6g9l0AAAAASUVORK5CYII=)*is 0.*

    Goal: minimize ![J\left( \theta \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAASBAMAAADI5sFhAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHa7ic0yRN1mIplUq+8LhksMAAAA0ElEQVQYGT2PPUvDUBSGn0CTSExQirtFcE9/gbjaJfhLQkdB6OTkEAqCbsEti1QozagUF80S/0kmly5977nqgXPe9zznfsJv3JhWfy3JxOzzPzj0blRLxxeXMJc52ZKs3OBc+aqchsfkDlwrF5C9ZyUbB34g0eSFsGSpPh4g0t41RzWdwEjTVGB39ga3AgeVgWBg5sFprW09ccEdfPDAo1bp0ChPe3Roy70ABUGRSVuarnTgG56upLlrXHx68U933i1X2OfMRbpb0Vi18mW1Yg/dPyfNUKinLQAAAABJRU5ErkJggg==)

    Property: SVM can find a boundary with a large margin.

**Kernel:**

    Intro: Given x, compute new feature depending on proximity to landmarks.

    Gaussian kernel:

Supposing we have k landmarks: ![{l^i}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAOBAMAAAAPuiubAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAmSLvZqu7EDLdds1URInSbeC8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQklEQVQIHWNgYGBgVAASSEBeyRHIU+YtA5KuDG+AZArD9AYGhu8MIgwMHBOAfAYuARDJfQBE8heBSE0eEMl4CEgAACwoB/eOWAXlAAAAAElFTkSuQmCC)*(i=1~k)* , then for each example x, we can compute a new example f with k features:

![{f^i} = \exp \left( { - \frac{{x - {l^i}^2}}{{2{\sigma ^2}}}} \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAH8AAAAfBAMAAAA8Zw96AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdlSrMiKJ3UTNmWYQu+9t1hgLAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACa0lEQVQ4EY2VzWsTQRjGn81mu5vdTVx6KMV42HoQ9CAR7cmCwS+8NRQ8lWpU6MGLoVj05tSTggXxL8hF8ePgBj8iDUIO4kHBBsGD4CEX6UWklwpCQd/Z2Y/s7mzoAzvzvL/n3dlMdkKAPehATs9CDk9jpZkmVH/eACZcSSBB6xKGu4oHfJMlGWb/yiDAgcmAJUmSRWYzy4is0WU6YfQ4NJL5Sz8NC61Fr8jqgDZMR7J6fwYW2wvepVuM+NdMJgErGaa4al/A9/40WVtsi1o2arsRtQ698n25YdIr4LrMh+Js7cGAG7kKrYhf1Au+1yNSqZOdcMaeCLMdteMMMLW87NAUqOyQ0evQP4SEz1er1h335dzhR50mVSU+CJ2rGr7psQDArNEObkwi3JLPy0xlFfYahR1cI6Dzhwh13r7xzXkWACgDcveD6jiXB8zDqhmrLowWNhtAhVCulIcUpd9z9+CMg2fgC1RcYB8DLL72rGQZq0XwZCro8rrLRhcIOv4lRdQa0rAaxPwpYgtoaPda4Rb4J0jL7rUFUugT2NupWPVs7xOew9jFdYr4NmJZG7w03KpAEwMq6ErqSk/ZwqkTxsqaQ4HujaanIQ7mUwHNGp2jRMNIM32JXGrbn4LhCG5yZziiVpsoLfWFz4zBAv6rjkLbHmrf/3oXioLoLsx3UZgy6398YAwTXGWl/g9t67aAm/1EKC92EngaHQwicjRyY8yx0azAzk5rtYg8idwYEx51v2X+9/bHmbj5Z2zzXYnlZla8mdwe+rnmd+mNMffF0YvYptxUqs4py3nPyR5i+Qr2nJzv8Y8p5+YQ/wfolIGU4nfMDQAAAABJRU5ErkJggg==) ,  
*for each i in 1~k*

    Other kernels: polynomial kernel, string kernel, chi-square kernel, histogram intersection kernel, …

**Note:**

1. The parameter C:

Large C: lower bias, high variance

Small C: higher bias, low variance

2. Logistic regression vs. SVMs vs. Neural network

*n=number of features, m=number of training examples*

(1) If n (relative to m) is large: use logistic regression of SVM without a kernel

(2) If n is small, m is intermediate: use SVM with Gaussian kernel

(3) If n is small, m is large: create/add more features, then use logistic regression or SVM without a kernel

(4) Neural network likely to work well for most of these settings, but may be slower to train.

**5. K-Means**

(1) Choose K points as the centroid: ![{\mu _1},{\mu _2}, \ldots .,{\mu _K}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGYAAAALBAMAAAB/m+XVAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEN2JZlS7Mpl27yKrzUSKrNw7AAABFUlEQVQoFY2QMUvEQBCF356b87xEPcTKxlhZaOkPCFaehaQ6BBsrrYRtDkvrs7rGwkbSBayttBBBEHt/QBAbG4n/wDebDOeChQO78817O+zsAiuYy9DGb1ZNs0mxozxCx/3FqmmOjrGpPME68NlUwnYvVyvIvampMb/tOk9AiRHsa2MLj/EdnNWi73gTtnAExDWeDYbe8Xw4G0GP+/yIJBuYYpWFLUyZsyfOWjamEL6jx9Wg7PtYGyN62aDeffsaSo/lRA0nlfAuPS6bShLh7ODjCr3TCfXlATeZ7UH5xrOos6DpX7no7im+e4M9/C3PUXUuHEaOpVSUProZcC0YneSmavnithYOgsLClEp86ZIycP5b/AB0rT32ft9twAAAAABJRU5ErkJggg==)

(2) For each example ![{x^i}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAOBAMAAAAGUYvhAAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAVJkyZkSriSLNELvdPodChwAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAEVJREFUCB1jYAABpgYwhU5wOEFEWFdDZQqh9CkDBgZBZacAFQYGRgY1diCPgYNhKlTyAoRmncABYpizKTCC6KAIRQcgBQBbuwej1K+iZAAAAABJRU5ErkJggg==), *i = 1~m*

Update ![{c^i}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAOBAMAAAALT/umAAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAEHZURM0iu2bd75mJMquHiLcAAABDSURBVAgdY2AAAu4EEIkK2LrBfBZxiPBhCDXxAgODkInBDgYGxjDmAKAYewODAJCSAxEMDJ5gkkGKgdEAyGJWNgGSADmcBscfvYBkAAAAAElFTkSuQmCC): index(from 1 to K) of cluster centroid closest to ![{x^i}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAOBAMAAAAGUYvhAAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAVJkyZkSriSLNELvdPodChwAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAEVJREFUCB1jYAABpgYwhU5wOEFEWFdDZQqh9CkDBgZBZacAFQYGRgY1diCPgYNhKlTyAoRmncABYpizKTCC6KAIRQcgBQBbuwej1K+iZAAAAABJRU5ErkJggg==)

(3) For k = 1 to K

![{\mu _k}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAKBAMAAABPkMOvAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEN2JZlS7Mpl27yKrzUSKrNw7AAAAV0lEQVQIHWNgEGJgdmAAgTAGpgIwo5NBnoFbG8hcDhRjUGBg4P7AcISRO4GBgWUB4/IAltkRDGxX3nkGcJizMvALANUxTWZgeASkGWR5tjPMBDFeskwHADDyDw9KB8BNAAAAAElFTkSuQmCC): update to average of (mean) of points assigned to cluster k.

Do until ![{\mu _k}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAKBAMAAABPkMOvAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEN2JZlS7Mpl27yKrzUSKrNw7AAAAV0lEQVQIHWNgEGJgdmAAgTAGpgIwo5NBnoFbG8hcDhRjUGBg4P7AcISRO4GBgWUB4/IAltkRDGxX3nkGcJizMvALANUxTWZgeASkGWR5tjPMBDFeskwHADDyDw9KB8BNAAAAAElFTkSuQmCC) remains fixed, or come to the maximum steps.

**6. Principal components analysis**

**Compress m dimensions to k dimensions:**

![Sigma = \mathop \sum \limits_{i = 1}^m \left( {{x^i}} \right){\left( {{x^i}} \right)^T}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJwAAAAkBAMAAACOD05mAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAInZmMlSZEO/Nq0S73YkuQS+PAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAC/UlEQVRIDc1VT0gUURj/jbMz686ss6OSEBUsqIl0WRSMDtWoFVIUk7YeQmxCveRliAgJD966dDAMIrpsCgXbIetQ9OewCdGhgjUCrxZ6SdgksMJLve/Nm9FFbcdaou/wfe/3/X7ve9/Me/MGCGMdjf1pJ4wwnOZ5rtIdDycNo6qwj6OM5eJuo7IvzLrhNHHc05dKSKMTh1uvl9Bsg1bcPbC3oS8hjaANVgnNBlo3eUo1ZR4FPI8UgwMb1JsmEqvZbPbdzxUia3yFlKRRAGkwS5nSJvNC8jVSOoH8YxE0TETHOFfT0mBjMpBtMnjgUjLOvJ7ktNQG1LGRgLUOJAdKjriIgxETfALBzWxknLJRG1A9nT7KqrOUgE9yQA4H3pAq5kKj+BuLfPXJKjFYZKUsQECDLTQomIQL3VdvFb+wqdx2izhnQU4CAlZdAloEE39vAj2Ma+3JHDra3ZS+A2mxz3soIUEsL0bHWEwPtk2zM6E4AINKb+ewmgJ6fW3zDytyJA8jqTVcvIkVfMJOt4uRGjse2SmuklaFmE1ScMGwGNQzvIatZhaIfEaOm5GXjHl0IdaupaQxvMIEzvqciOdEt6ychNs8KcqZsWkORTnJpQNT6eIzKlmQHVyNft9wwOtFWT5pmQNl3msp4VH9XjBcOip9EmbwAicRt5XcrjxmzaKH1R1PzN+9Pi4R8rfiKZg22IpYCldcTO1gr2wGe5Fw1f2n8/pyiiSB+RuKGHBKcxQi1Gl2yBCZv+vdI8OeuKKjpQnoTuFy+gPus+WVetSfGbI8VvjXPFLHLh4/HOJr0THWXH24roeTOe7XOfYKtzDNIkJh7Si8EpfRR7YG2UdWZLptJIsS64C3EQcpkwnS/AoIILsCiqxiyd+9ojQB/WV1dfWJ5m807iRHJvE+A1jrZcN47Ra3G6RV/C5kPjOAay8hTMX/WKN6D/iorC3Kk2UtF9xof1mVfgxk/gXpoT/2+qhUKBQWylUO7MdAVqbuMNde1u4GeHPKW5vHf+l+ASi1lJdZfqBfAAAAAElFTkSuQmCC)

*[U,S,V]=SVD(Sigma)*

![{U_{reduce}} = U\left[ {:,1:K} \right]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIsAAAASBAMAAACZXjBHAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAIpm7ZqvviRBEzXZUMt0Pag1yAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABuklEQVQ4EY1UsS8DURj/nZ70rj2lIjEwPGESm5WkEY2GQQfE/9Clg6EJkQZJE4JbBIPozlDdRCKXWGgviMVg0FFiILFYhO/d+driKd9w3+/7fb/3e997dzng37E6+5s0Xvito+BzzG0xqGaB9peYNpOpEgrACrbZ7q+JqIfJYQiYr0BHjVcgVrANSjWR+QwcgWyCeSBR4xWIFSob6skZBEJpoPENsSKHS38TbxqrIotQ2rymJLBp/2XDihxu5Er4h2oRErbafTIJXAEaOf2M5mmKKeJZoTrUfvegXCnQC+js4Q/KFWdWqGwW7fs2z+YACPMCLcmoPrNCZfOIkCCtwCGwx4v0GCPK1UOxQmFjvMGiD4ZsijAd3M0ltQWnqxQdMQikO906O19BhLxiLUZgXHa9K7aegRQVAuH5Y2A36WxkM/mIuWylQ8g8BKWQw1NQIV+4TnvfPsm3Y1UA4zQF/b0gbbwIOzhzV8QyRpvsMVhD5z799ekdKvqV+6yEnwNZlLEWm7juiayfoLtgqMSejaPq8DQBIOjuDBTtcjyx5NoLFyqxtDFsVYdtlL3vpDfNd9KvhZpWso1+Wx+fKm9E1xQb/wAAAABJRU5ErkJggg==)

![z = {U'_{reduce}}*x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKAAAAASCAIAAABTr0IEAAABIklEQVRoge1ZyQ6EMAiVif//y8xhYkJlKU0XHcqLhwbLJktRAfFIBMbnaQMSc5EBDo4McHCcj2mGa9E5BMAIIXFRBhjY/XkPDiV1f41XpppUwS8zMdEDX4umpYaMciNimcva2qnIs9Nm9xOrWgx2KG+NlVndqRHlIQuui3KipFUkAlv4gYpMbiHVbtjpJ1atstmRbW6Seei+93k0okUPbOmTTmVeCr8MdgZjDWzfaQJpxksSJkzRzrLg4M18FHgUnUfGMjT5rhkvObLTezCQhjYvmah8z57W9KoaX2qH4lu0plI7/8UWoc1WVIL2PqaNFRzGlHfj7R+ybI/4A/TL5HQq1h8O3STInw2rsfZc2KlFb4nnPlVui7UtMys4ODLAwfEFAWdrK2INauYAAAAASUVORK5CYII=)

*Where U is an n by n matrix, and*![{U_{reduce}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC0AAAAOBAMAAABJDIgxAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAIpm7ZqvviRBEzXZUMt0Pag1yAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAwElEQVQYGWMQ+uzAGFbBgAE4fzAwiGCIMjCwL2Bg8MAizlXAwLABi3j/BOzi5xkYGIFSGECZgYEFJsjzAMZiYFjNwMAN4zEGwFgMDGsYGObCeCwOMBYDwyYGzgMMt0sCGGsOSJ8SdOIAMgrEzwANqd7JwDAz4EBfQ8UCPs5mngIuhooX7FB93AcYDp9pUWhmcGGa4M7AY3MCKs7cwHCaodvB+4IiX+9uBpkNHDBxYHicmaGzacJpV4+mMxNqTjIAAFznLekoSvMZAAAAAElFTkSuQmCC)*is an n by k matrix, and z is the reduced representation.*

**Reconstruction from compressed representation:**

![{x_{approx}} = {U_{reduce}}*z](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIoAAAAQBAMAAAA7VPpyAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAVJkyZkSriSLNdrsQ3e8m78ENAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABnUlEQVQ4EaWPPUjDUBSFz2sS+xojNIKIP0NEEAfBDqLrU6SKOEQFcRAMCA5OLTgoOMTBKkWhi7g4tCIUxKGCbh2C1cUiODg66+ri7n1tLYFGA3o43Hffud/NDxAqPnqDzLsXyoUAax64CGHCxzuA6oVjIcQpoAciimjG5uCU3bwENcbnD0/hSt6lheOzBzAMRRNBy9iQEgD7APaDiMj6XJny+bE4OE6CCF8WKQGicWfPvgEy9VVFZvSqXxXLA+SauNNo5ME3h+J0GC4VLcepBuj7j2JxaInGXBU+MHp4NULXI7iYaLMYsn2VYveSdBIHnZjccnywbmEBSjHJ0/Fsz+GU4fB06sCUgJaiohQqeSyuDAgj16GN81vyMkNOn3Wf5Zc2Vby0oS2zJ2+XuCpLxbD7Gq1NPaoP7K1OqlYVBdWShpqKCMWp5/5aQJ95T9x0xJ4Bu+73z+q9LuYS5faaoYuYkhV2C1RGLx6JG+6oXGIvb7QAMAbO7ZdJkEsw0tvqxZbbApUQNVeJ603O35l2uqsFkIFmSf9XVQfkv+oLY3BdH5T/6cgAAAAASUVORK5CYII=)

**Choosing K:**

Compute the rate of variance retained:

![\frac{{\mathop \sum \nolimits_{i = 1}^k {S_{ii}}}}{{\mathop \sum \nolimits_{i = 1}^n {S_{ii}}}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAAeBAMAAABOL1qXAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAMpmJq+92u0QQ3VQiZs10OhTpAAABFElEQVQoFWNgAAMOBwiNQXIkYAjJKxsbuQawSTugy7AVAEUs2BUOwCRu790AYRYDKQ4WIZgE0wSmCRCJWSAFZ5mhyhi4GDgg4gw8MVAGhGIKamBIAEIg2A4RgZFigTCWDYiRACI4HjAwCDDcPnvh7AUgj00AJAYBBQwMCgyapy+cBknsBmLusxeOpaUlMBQwcOTeFWCZwDIBqB0oyeMBVsIAlAABpgtMQMGpLi5+6wNYJkyD6ADLIBEgJUATVyMJ4WT+xw4+QDUcvmGArhUS7GcvOMAkYKELCXamCT5QCUTogoOdiVMDKoEIXXCww8wB+g4YuhCAFuwMwNDFGuzA0IVpRw12YOhiDXZQ6GINdpAxdAt2AOBubo+bZho6AAAAAElFTkSuQmCC)

Choose K according to the rate above.

**7. Anomaly Detection**

**Anomaly detection:**

    Gaussian distribution:

    Steps:

        (1) Choose features ![{x_i}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAKBAMAAACdwMn3AAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAVJkyZkSriSLNELvdPodChwAAAEVJREFUCB1jYBBUdgpgYGBgZFBjNwDSHAxTGRiYGoCsC0AMBKwTOECUOZsCI4cTA0NQhKID62qQCBAUQiiGUyCdQKDCAAA3swej0wWsxwAAAABJRU5ErkJggg==) that you think might be indicative of anomalous examples

        (2) Fit parameters ![{\mu _1}, \ldots ,{\mu _n},\sigma _1^2, \ldots ,\sigma _n^2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJIAAAATCAMAAABMSaTBAAAAM1BMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADxgEwMAAAAEHRSTlMAEN2JZlS7Mpl27yKrzURAFV/r5QAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAYBJREFUSA29lgGSgyAMRYMNIqLU+592IyRgq7WB2V2nMziQF/6HCAX4owdxss2puyDtLI70bEYbzXFdkHoOOwEMTh2eA7sg/RwGzKyP5sguqGGWJTYES2gXJPC31vco6oK+KZFxG8G11hIIZAZK80DJpWs/QmZat20Ynts8b7pUAMwYJ5AdCW39Oj5BYQ3gGuv6zEyedCZHkd6UT4VegXGvoLntQDozM215Mo2LXlKBXhWFvQggrZLa34HhZGFfoAWBnKFa0gHiNLmxC7VIxyTo/VVGUiF5MvN+lmdJgQud28sGCuS8t5acSBhJMmPat+xP+m+ShsqwpnHFGNEXSchXE6Y9gLeGBwsU4wpAv0Kh9bmSsiTu5yzX2ZAZsXe8HNlYkAW8aEMerDcqeYn7RvFARbgKTv014h0SezEvRgrMWW7/U+TBA0S7NDn6zE4USzr1HyW9DbI9X0vajiPFmLuLgAcPEB1qDwwXVJakyVZEir3S8bsv2V9bTrbXBv1H9A+vGgqaUTc28gAAAABJRU5ErkJggg==)

![{\mu _j} = \frac{1}{m}\mathop \sum \limits_{i = 1}^m x_j^i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFoAAAAkBAMAAAD7rjCAAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEN2JZlS7Mpl27yKrzUSKrNw7AAAACXBIWXMAAA7EAAAOxAGVKw4bAAABuElEQVQ4EZVTPUvDUBS9bZJ+kDQtgjqqv8ChdJWMrQhmsEUXaQcFt4A/wAyKiA5dHLqITp0EwYJDBzsURYhQxVWNCqVFkDo51uR9hITmheQNueeec97Jew8uQNBKNsqF9SCDR5P7cJHxMIHNabITwV1LqxtmYJ5brEq5r/Bu9042HrKlSYV/mOQAUld+rMWVED82DONucawyTA6N3avIt1x1aAbAbukXyTVsEosMMzlJ7BLp09glzwS7Ya/uNhTcjQsL2/hm3J+LhAUNYAo4xc158DPtyodFc99qKhDXQFAAJOu9jC6Vcb3t4CrACWclAxzBHGacb3ZsL9QK+FVAhDcsN6105korVBpZYA3EEXRj6Cn9TjKgZrkn2pA/jzVVOZOjtKeKVdLuSrpgw8TLT0kFxoAkUIiVOvg+UKClQxYRzh9JFin3qG6SznyCTwSXCIGKM+n4jvw8FXvQsKHWo4RdnUnvt9vtm+G7TkSZgB2TELjQSX98RUsjIud10S3+k55kPIX/pCfOaJp/PUa0XPdX/dmVSG4+nLulo5+FdH9Ur/P5vBbSzalRsuOzUbJTCsqubKES/fMP3YhthtVv+UsAAAAASUVORK5CYII=)

![\sigma _j^2 = \frac{1}{m}\mathop \sum \limits_{i = 1}^m {\left( {x_j^i - {\mu _j}} \right)^2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJUAAAAkBAMAAAByGmWsAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEJnN3SIy77tEVKtmdomJq/CCAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAC1UlEQVRIDa1VTWgTQRh9abtrdrONiwpWD5pTD7VCRD0IQptLr/ZgvaiYiyKKNqVQj6Y3EYSlKLSHlqWnNv4QEUSJQuhFUIv1aKHgSbCHUkH0GGe+bybZ3fxg0szhm/fe9+abH2ZngVbN3CpsL7cytJGz5jHV24a/pXXTLHat1my//9xrOZtOfh7SqFmfT7hL/1XL9Pe7zYq0q9upvmyTMYv1ul0vaeWIAO5hxZw1X+vUO+9DlMggxZ7x+gz65TG8VYlb+BW2rBOtlEqlNxcqviTWBkmNQxFcT2aXMRY2ca0vvlQ/5GXsc2Vs0paAVTPLyVgsF3ZxrQSvdlbm+Poba2GfYn0w/97XmYSnEfdcKzZN7KiMDwlaA9RFQ48fUL4FsIRcC5MbVV0d6HZVCAKnWGO2d6NGBLIf+MSTf7Rs7DLKZLUS7K1RZgdGfmcm7ylr0CDxGS1Id2FwzRvWAvWHkCxLoGYyzpo50gFxA0olyikBuKYXb6dh40QyW80QWIG47XYZMV5K3MNU2ABUZKO0re+dk4aBc8r4SU46LshJHCdJ1boI5IBn0XKK95cVsEcFkOVDzhmsUF7t8SmcFPGGe5xTKciDsNKGptyLEu9i8sqpY7qMATfsCDAjXyW7uJtIRb5vJxeb8a1eFzb7nI9fgSup6pgQiNM0tJoxzD0ZKoed8fML6z7Ew5vcqA3zTtVwEL0msirjFushJz9/4hx6xzlLMR3AwJ3NF4WUUPjknVGZPCiDaEHnY1J+AjcJcLBSAQIs5Pe5csz8xMTEpcURSiY9soSctNascPLbxjWUkYlYj3+b5n91mlqW9CLFiFNojzyY3ylHwYz8t+Luph392nFVWqNOrnGMO4rxyMA4XlriFBq0qLOBpYmkHvfFJukO5EY/kg7K8BD1MHY8Xg7Uj3s3alkDxs7Ozg/9YO9pXVCPezfWhcz17q1rmLalfyR722Obo/8BOgChIV9rbv4AAAAASUVORK5CYII=)

        (3) Given new example x, compute p(x):

![{\rm{p}}\left( {\rm{x}} \right) = \mathop \prod \limits_{j = 1}^n p\left( {{x_j};{\mu _j},\sigma _j^2} \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKUAAAAlBAMAAADRtTQxAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAVM1mdokiq0TdEO+ZuzIeP0xnAAAACXBIWXMAAA7EAAAOxAGVKw4bAAADIUlEQVRIDc1VTWgTQRT+Nmk3a5rG+I/QQnrpoRcjFKpYMAUPRREitdqDyEorKooNKAREcNHiD1aIN/FgF0+ClvYiiF5W8FA81CrePJii4kHUetBqUfCb2WRn06TbEiL4IDPffu+9b9/Om5kAwfa+Z31wQA3eq8lQDVnBKQ2J0eCAGrzN9rRVQ1pgSjP6zMCA/9SpLVNX1PIFXJY45WOqwumqbJEMdyfQqwL0tMRDihHo7Z9cLjf2UJFGWuFKNIsFRBQdc2GjqSiixp8cXvi4VTaJJa0Fd2BkPPeIi3THYwQIS00f1eLDlTAanQTyHv+8iGY8RoAKzZdl7oqHiAU89diSenkPKjQXvISqQDSoC1jb1pkB9Bls/xabt9FZFrtYU5/z3FqpCo8BNOsLcI3zDxwE4g7wKFwAyhdMaYYH1hwADAppLe+mqCMyonn0EUp7sOXX7a9P+M5hGTZhQnP4giN0XuEvwg2UOyMilebpzfhMvSSQiGUPQ0vRC22GjcY6AfX2+KSYgQmp2ZSQmrEkGaGpTGmaz3Cd70gCZsgqBcTSURYmrdnCYxd5mkaWCbdIbnAdxVFpsqC9LCxPx2ovpKnASl07AUy6JXvfzh7hOFdX9qjat3PntXERmYeLMPVuqTSMSMoedATehLCcgU/89gUcIpdE1ImRFcuvTNWp5bUs+TnEM+eRMEK26NEO3J+F1YFB4BjGbTevlZo3R9J8OIc9+ch8AazXZ0ozsk/uMp69qVNsSggat+qrbZd6RDk7bYS37gZkyftlj4SIbB7b5xArU5pNpmR3FX2jgAXeGDTDgW4KQKqDQ7unWbxOFt0hUvOCCD8pBuCuO2GAe0ruVt4zFrQiy5IR55fe+C6JeEpOXBm/jf+2oY/RFX+TkDwFhBW4/AU0pAnj/F+9JzgaS0asIJBrG+XkKpc45HJZfMyd9Z6BrMSvLY9q7vWgKBkf1ONK0VBAoCg5mgkIqMHlL3npdHc3GOmlI2r1dP0DzXA9NeW54OVST02r42h/f3+hrppIQlhdNQ2n/nU2WrLO1mX+gWXQCgdxLuptKzsXlW/9C1MmtZJ7kNNHAAAAAElFTkSuQmCC)

        Anomaly if p(x) < ϵ.

Anomaly detection vs. supervised learning:

|  |  |
| --- | --- |
| Anomaly detection | Supervised learning |
| Very small number of positive examples, large number of negative examples. | Large number of positive and negative examples. |
| Many different "types" of anomalies. Hard to learn the anomalies look like; future anomalies may look nothing like any of the anomalous examples we've seen so far. | Enough positive examples for algorithm to get a sense of what positive examples are like, future positive examples likely to be similar to ones in training set. |

**Multivariate gaussian distribution**

    Parameter fitting:

![{\rm{\mu }} = \frac{1}{m}\mathop \sum \limits_{i = 1}^m {x^i},](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFgAAAAkBAMAAAD/W+C9AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEN2JZlS7Mpl27yKrzUSKrNw7AAAACXBIWXMAAA7EAAAOxAGVKw4bAAABrUlEQVQ4EaWQsUvDQBTGX9okbU1Ng6CO6l/gULpKxiqCAWnRRdJB54KTINhBEdGhS4cuolMnQVBw6GCFoggRiriqVaG0CKWdHGvyrpfUcJFUb7j3ve/73ctdADzXVmE5lfNMXUFbH1FqLs+zjWjb4BsWlYJw7DnKFYhwI8+5vH+2rSHO8/csOHzOcgHm0e4ZhnE729PYjO0SeAmxBd222YLA0S6mGcJISTbbvwZ3hvE4geSJX2HYyQ/micHG0cIGeVTwy/EAZrJWNwZBddB19COVqf1kfRebNATMQ1HzRxlVmpJ6XSFVgKMgzgU4gKlBJtazFjoC+R8gwQslSpCm0lUjKjU6fSF1oMqxr9GkrFyTiORPuJJG3R9V0vvtZjQnmFJSQXxqz7NhUbFgc2bzc081Fd+FGFqW7V53aKw5dhnenQZVqJhKrFiKPI+fRhc3DYpOg0puwOmopRrlcvmq9ZpD19q4ui1tUQhVEH54xpW1A5bIRLTVOitgeXpU+fAN0wGHKOQ87X3UxWFg3hd8mcPv+oPf9It4PJ71Bwe1ISYHJoeYHFZxcnodyx+2b8TVZbbDP9K8AAAAAElFTkSuQmCC)

**8. Recommender System**

**Supposing:**

![{r^{\left( {i,j} \right)}} = 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADsAAAAQBAMAAABaYBp1AAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAZokyVKsQdt0imUS7zewFE5gAAADDSURBVBgZY2AgAkxhWAlU5chWgF2tAlTYEKs0twNUmAtFmjsAwuVimLiAAYS5JiDJc2tdgPBYGbYdYGDYcI2B0QFJmoEFKs3DwAQSv8DAIgCk4AAhzZHMycC9gIFxA1wOyABJMyq7BHBN4BLg2MC0gYEpAV3arIJzATPQTLbNvAwMYJeHggDIFpDuCYFAhgKQzVPNwLAZWTPEac+AQokQYTYHDGnmBhQhIAfFcPYF6NJwPiPQbtYNcC4ag1njFciB+AAA0oMkdsqyzDAAAAAASUVORK5CYII=)*, if user j has rated movie i (0 otherwise)*

![{y^{\left( {i,j} \right)}} = ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADAAAAASBAMAAADvSECJAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAVGZ2EM0y3asiie+ZRLvFT6+4AAAAvElEQVQYGWNgwAsmMvBMYGBgVHBGV7UAKsCmgCrDKwDjH4AxIDQPA6cOAxifRJXgYOD1Y2DgZXVgUESV4GNgWAgUYWVgEMKQKEmYwHCHgUEXIcGozOAKdOshhlqGtQwMSxASaekMGmBX+iYEMDAcAEpwdABBE8OEVQxNDAuAfIHHFxh4E4AMGNjJsJPBCcpxhAkCac4NbBuQuEAm1Ci2AK4DqBIw3kFxeIDAhKC0NxofJuzQiF2CWfgCVgkAETYggc06TZQAAAAASUVORK5CYII=)*rating by user j on movie i (if defined)*

![{\theta ^j} = ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB8AAAAOBAMAAAAlCto0AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdrvNq0Qi75ndMmbbpXvnAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAZ0lEQVQIHWNgAAHmB2CKWIJR2YHzNbJiVoFEDjYBJJFihgoGNiQ+5wKGDIZuJAFuBYafDBpIAvxbvD9cSAAJlIPAAwZ5BqYNIQ0gAShoY+C5AGOD6asM7VA+VIsYQwGKAgY+owkoAgAfmBX2YMAP/QAAAABJRU5ErkJggg==)*parameter vector for user j*

![{x^i} = ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB8AAAAOBAMAAAAlCto0AAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAVJkyZkSriSLNELvdPodChwAAAFBJREFUCB1jYAABpgYwRQLB4YSmmHU1mgBDIbrAKQMkEUFlpwAVJD4jgxo7RD4NBBwYOBimIkmDmRfQBFgncEBEoFrM2RQYUZQERSg6IAsAACMEDB/ZLedmAAAAAElFTkSuQmCC)*feature vector for movie i*

![{\left( {{\theta ^j}} \right)^T}\left( {{x^i}} \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAD8AAAAVBAMAAAADRiu8AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMARCJ2mRDduzJUq81mie8xWk7tAAABY0lEQVQoFV2RO0sDQRSFvx3y2N1scIlWqRYUbIJE/ANrIURRTGchShrBMo19CksF8YEIEdLYx0JsA6YzhYiN/yKFpYV37s5C4i3OnHPumTfM1uHk9z2ZNf7zO9MJ/ntzuhel/pxhhZcIQJ+RYMEC1BQLSWTHZRWOlBKrTNOilJJUqUA1gWMVhdziU3aQ9NENjRSTwr22FhXNGFZk1zacVdrxC3SJXmPb29KAdwBlKEF4FcYMoaW+QCcj3zK9xyqsUYm9FN4yH9PNyEmPqMk57LGQVGXtWxfwJfzQGse7EKTW/dnY9yvSrLuAuAE71Z5IbyCB4pSv8vp8wPCsaQnU8YacqnpU1GkwVRF8yCH9bjBQNXtIb2isJ4esUByG2mczG5ArX4apfmshJmwzkQe15W4HTyzVtkfWkocKlFhhUgGtfk7sUzPIlf2srNyWIuzaF86lkRP8kaPGkiBxygpX126M4A8CIznlkftTjAAAAABJRU5ErkJggg==)*:the predicted rating for user j on movie i*

![{m^j} = ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACUAAAAOBAMAAABa28jFAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAZokyVHYQqyLN77uZ3UTGxGNzAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAb0lEQVQYGWNggAIWARiLZJpDBlMLH2cCpiAnphDDGyQxRmWX0BT3BgY9JDGzyAR+B6YAgwkgsXIQEGBoKGToYuB22PoASR3DMgYZBq4EZBEG5gsMWxi8OSBiUL2sBxi+MRxMQVHH/oBjA4MrSgAAACX/FgYd++NpAAAAAElFTkSuQmCC)*no.of movies rated by user j*

![{n_u}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAKBAMAAACgUqiRAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAZokyVHYQzSKr3e+ZRLsc4ovFAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAS0lEQVQIHWNgVHYJZQADs/AEfgirYSKDFYTFsI0hBsJiXsCwOA3MZD3AsUGg8UAmAwPnBYYjBtceOEHVMgqchbJ4GpYZQJgsgRMTAOTZEEVEIV3CAAAAAElFTkSuQmCC)*:no.of user*

![{n_m}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAKBAMAAACpuQjrAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAZokyVHYQzSKr3e+ZRLsc4ovFAAAAUklEQVQIHWNgVHYJZYACs/AEfhi7YSKDFYzNsI0hBsZmXsCwOA3KYT3AsUHANMTJ5QADA+cFhiMGdx9wJxTAJB0sGWBsvoQQllioOB/DNF5dBgCf7hBzQvC8yQAAAABJRU5ErkJggg==)*:no.of movies*

![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAHBAMAAADDgsFQAAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAZokyVHYQzSKr3e+ZRIGA18wAAAAzSURBVAgdY2BUdgllYDALT+BjYGiYyGDFwMCwjSGGgYF5AcPiNAbWAxwbBBg4LzAcMQAApEgJHO5VVVYAAAAASUVORK5CYII=)*:no.of movie features*

**Optimization algorithm:**

**Gradient descent update:**

,for k = 0

,for k ≠0

**Collaborative filtering:**

    Given ![{x^i}, \ldots ,{x^{{n_m}}},](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFEAAAARBAMAAABX+V1pAAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAVJkyZkSriSLNELvddhiGqkUAAADRSURBVCgVY2AAAaYGMDUwBIcTDnuZ7wpeQJFiXY3CRXBYIxkmIHggViEqF8G7yKqA4IBYpwxQ+XDeLibTdtdSEQhfUNkpQAUuhcQASWxg92hxyFgEFmVkUGPHaiJMgmlBgmADSCkHw1SwDgwCJsHEdUG2ASL7AEMRVABdgnUCB3al6BLmbAqMQJUcDgwMLRAKyoRKQE0BygVFKAIVMbC8YmDwAVIHINhvAUwCqhIoAAMdMAaY5mhA4QItQwgIoEiBHIQCEAJcASgSS1F4QM5SBgCp1SJuzG7sfgAAAABJRU5ErkJggg==) estimate ![{\theta ^1}, \ldots ,{\theta ^{{n_u}}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAAARBAMAAACMQvdLAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdrvNq0Qi75ndMmbbpXvnAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA8ElEQVQoFWNgAIEWMImf4CvBLw+RfUJIEaOyAwN2RUImvC7GDmD9rAKJOBQFskm0MSSAFRUzVGBXxG7A3uDMsQGkiHMBQwZ2RbMY2BoCuW9MebCBgVuB4SdzqAHYUFRiEwP/hACmlzMeFDDwb/H+gCoJ4/122Q9iMs31ZJBnYAJbC5OC04wfGLRBHOYnugxtDDwX4BLIDI4EhrMw/lWGdhgTleYN4CiAiYgxQJjzgB59wMAApYBMxgR2mBoGPqMJYPZ7AQa+AwwMbxjAFN9HBobHmnBFMAYnRC2MOxPGQKGZUXgMBqhcKE8CRZSxAZkLAP12MPOaZK+mAAAAAElFTkSuQmCC):

    Given ![{\theta ^1}, \ldots ,{\theta ^{{n_u}}},](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE4AAAARBAMAAACBXIcMAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdrvNq0Qi75ndMmbbpXvnAAAA9klEQVQoFWNgAIEWMEmQ4CshqASi4AkR6hiVHRiwqxMy4XUxdoAZwSqQiENdIJtEG0MCTF0xQwV2dewG7A3OHBug6jgXMGRgVzeLga0hkPvGlAdgpdwKDD+ZQw1gpiPRmxj4JwQwvZzxoAAkyL/F+wOSJBLzt8t+EI9prieIkmdgApsLYqMAxg8M2iAB5ie6IKqNgecCiMYAHAkMZ5EErzKYI/GQmLwBzGCHQYXEGCC8eQwMnA8YGKAUkMmYwA7XBeTyPZoA5r4XYOA7wMDwhgFM8X1kYHinCVcH4kIBJ0Q5jDsTxoDQCC4zqoQBLq4EigRjAxoXAGN8NIsUmGe0AAAAAElFTkSuQmCC) estimate ![{x^i}, \ldots ,{x^{{n_m}}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEsAAAARBAMAAABndUxIAAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAVJkyZkSriSLNELvddhiGqkUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAADHSURBVCgVY2AAAaYGMEVXgsMJh3XMdwUvIKRYVyPYKCzWSIYJSAKFSGwU5kVWBST+KQMkDjJzF5Npu2upCFBIUNkpQAVZCsYGSWxg92hxyFjEwMDIoMaO1SyYBNOCBMEGBg6GqTDtqDRMgonrgmwDUOoBqjSChyLBOoEDIYPMQpEwZ1NgBEpyODAwtEAoKBMqAdUYFKEIVMHA8oqBwQdIHYBgvwUMUAmoMhjVAWOAaY4GFC6CI4BgAlkgd2ADXAEooktReAwMAKZAH87iLR4GAAAAAElFTkSuQmCC):

**Mean normalization:**

In case that some users rated none of movies, for every rating value, we can minus the mean rating of that movie before training. And when predicting ratings, add the mean rating of that movie.

**9. Evaluation of algorithm**

1. Split the dataset into three portions: train set, validate set and test set, in a proportion 3:1:1.

2. When the number of examples m increase, the cost ![{J_{test}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAAOBAMAAADDIxFwAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHa7ic0yRN1mIplUq+8LhksMAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAdUlEQVQIHWNgYBCyd2RAAqpIbAaGIBTeN2Qe+wdkHosBMo9jAjJPfgEDVNaAYSrDDAauC2BZILWdoYchdzuXzwGhotztDCtPFzDwLpAQcJjEw7sArISD4fAZAdk3HBDTFrMfYhBTSFnMDuZyT2Q5UzVHkXsiACTLGdPcIeyHAAAAAElFTkSuQmCC) increases, while ![{J_{val}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAAOBAMAAAA23ZrAAAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAEHa7ic0yRN1mIplUq1L+XQYAAABwSURBVAgdY2BgELJzZEAAVQSTgSEImfMMicP+AInDYoDE4ZgA4fA0AGm5BRAO2waGqQwzIGwGpgMM2xl6GFZu0OHSMWRewLDydAFDocFKUYYGDogKToWs2YwGuRAOb8IBTU61mQVgHo/mAulD21MKACoqFsV4NkvjAAAAAElFTkSuQmCC) decrease. When m is very large, if ![{J_{test}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAAOBAMAAADDIxFwAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHa7ic0yRN1mIplUq+8LhksMAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAdUlEQVQIHWNgYBCyd2RAAqpIbAaGIBTeN2Qe+wdkHosBMo9jAjJPfgEDVNaAYSrDDAauC2BZILWdoYchdzuXzwGhotztDCtPFzDwLpAQcJjEw7sArISD4fAZAdk3HBDTFrMfYhBTSFnMDuZyT2Q5UzVHkXsiACTLGdPcIeyHAAAAAElFTkSuQmCC) is about equal to ![{J_{val}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAAOBAMAAAA23ZrAAAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAEHa7ic0yRN1mIplUq1L+XQYAAABwSURBVAgdY2BgELJzZEAAVQSTgSEImfMMicP+AInDYoDE4ZgA4fA0AGm5BRAO2waGqQwzIGwGpgMM2xl6GFZu0OHSMWRewLDydAFDocFKUYYGDogKToWs2YwGuRAOb8IBTU61mQVgHo/mAulD21MKACoqFsV4NkvjAAAAAElFTkSuQmCC) the algorithm may suffer from large bias, while if there is a gap between ![{J_{test}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAAOBAMAAADDIxFwAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHa7ic0yRN1mIplUq+8LhksMAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAdUlEQVQIHWNgYBCyd2RAAqpIbAaGIBTeN2Qe+wdkHosBMo9jAjJPfgEDVNaAYSrDDAauC2BZILWdoYchdzuXzwGhotztDCtPFzDwLpAQcJjEw7sArISD4fAZAdk3HBDTFrMfYhBTSFnMDuZyT2Q5UzVHkXsiACTLGdPcIeyHAAAAAElFTkSuQmCC) and ![{J_{val}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAAOBAMAAAA23ZrAAAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAEHa7ic0yRN1mIplUq1L+XQYAAABwSURBVAgdY2BgELJzZEAAVQSTgSEImfMMicP+AInDYoDE4ZgA4fA0AGm5BRAO2waGqQwzIGwGpgMM2xl6GFZu0OHSMWRewLDydAFDocFKUYYGDogKToWs2YwGuRAOb8IBTU61mQVgHo/mAulD21MKACoqFsV4NkvjAAAAAElFTkSuQmCC) the algorithm may suffer from large variance.

3. To solve the problem of large bias, you may decrease ![{\rm{\lambda }}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAALBAMAAABfd7ooAAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAiZnvRKsy3WZ2zSK7EDmnGUAAAAA2SURBVAgdY2BgVGAAARMwqQom88AkewOI4lwAIje+BhLcCoFAMofBnYGBbS0DcwID1wYGzgAApAYHDfLSo34AAAAASUVORK5CYII=) in regularization, while increase it for the problem of large variance.

4. To evaluate the performance of a classification algorithm, we can use the value: precision, recall and F1.

    Precision:

![\frac{{TruePositive}}{{TruePositive + FakePositive}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJcAAAAVBAMAAAC5yWGZAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEM1mIlTdMpnvu0R2iauFBCHvAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABm0lEQVQ4Ec2TvUvDQBjGn/SSNPTLEpAqSK2rIkSL4OAQyKAIhXQolFahhQ6OHdRJJaCLFNycXCLi3sx2qNTSSSlocaoE/AcK/gF6J61d+nFiBx/I5d6H954Ll/sBA6TGP1b1H//w9KlbnFGPPb9SUsxJ/QWyTtxeZfcm/O8isbz97nkErG4lun2be6ZoOHp2DSuKRAoZqOFEGnMVwzopGZZh1ZnLL1nHnWs69q6QD+IttYJYQNuQHDukO7ZjG8zl1ywQMEG0knSbxBJAmooWvQyaMoImqe4zl18ZwBeGoucPqgI6NFnzeKvHcmTbL0dCRVOiLrfIYhk+QKq9h1vZrStAaL2Ia/eKpqwomlTT0cpyZ/2Txs/JiR7uJMXLoXcvfkH3FQvfmw/hlYtDjSYUEGA5OTZgCK9cHDbp7egIfpoi2iwLw3jl4ZCGSbFpiPVr8pAexSsPhzRMuVmAipzyKo3idTyHifZyu+gpl7Eu2PIjRvHKwyH9sil6UjXSUEObjMzOYF65OGxCPDeBmZ1ShTQomX/itcr+4Hh9AZTX/C4tuxRQAAAAAElFTkSuQmCC)

    Recall:

![\frac{{TruePositive}}{{TruePositive + FakeNegtive}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJUAAAAWBAMAAAA7qMMKAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEM1mIlTdMpnvu0R2iauFBCHvAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACgklEQVQ4EdWUwWsTQRTGv8nuZJcmG5eA1katLXpSC9vGQg6xLgRUCpUtEihNCgnm0OMi1VOVhfRSCqIHT162iCcvG+jNIpG0VJBKQBcPWglYUW8B/wB9k3aTgBRT6MUHM++933zzsbPLDvB3sHNXk+fbWJlP7+41qgmIcZjg+jVYnQ0lTARNX1D0nBWkYLfVrIk3QXMzKA6Ry1C2J+QUa8i+xV02LPsOe7uRUn6speRU1CLau1kJkVc8kuD1E3pd+3ZLD6EmVXMJ7EYSkYRsEO3Ziz0CNoGk6s1m9ZAHXEGZ/bR8FOAjrZhEe/biLrAKLIX789CP0bYahhaVenHB9Yr2dw6iPXuNvQDILj8xqmXXlum5zsyZmbxeRplG/jK0LLH/KH4fWTSP9NTx5K8xs+14r/xuv1kiJkYQynzyIdVyqQXuOPJIsNKRTcsF3qYIm1Ij6NygAAwqS4gKUBAToo9bTJSumPbClhwlqIGziDr7ndzo4DrAmixCQHZb9NRO4NUtg2pg8X0j4wxiKotZxPWpGZxezzgPVjJOxtkUFOTFh45D3lyVNmYEmR6QbZH9z90yOhZeNqyKO8eKGr5kRzEUNdK84sbMiltxM4IKL/XZMOIoqB+5IEZsHJRV71O3DAN0eguSscKfT+MiINVVY/CJZoWhWVJ1gejUzsiOHfI8pJgb3obQGcptkY/B7cjo8LNAn073ZfFulaFJxkZIqd4P909Gwv0x2+JExXO1fktpKx67ToRZuATKceZ2y6QLHui65LWvup+78ZResv9BHn+tGuqoavCaCT8nvORlCziZX1mXtohMOiDq57SZeres9Vn+NVUPEJiafcDK4XE53b3nD0CE+Iiu1jkpAAAAAElFTkSuQmCC)

    F1:

![\frac{{2*Recall*Precision}}{{Recall + Precision}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGcAAAAVCAMAAABsdQABAAAAM1BMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADxgEwMAAAAEHRSTlMAZplUMhDd76tEdom7Is1sCMmwmgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAehJREFUSA3dletu5SAMhG2MkwDhNO//tDsDAY5W25VOpO2PRa0hZIwvNF9FVIPJGHELmoOPxzHbhlUzbaepjjrerjmMvbmY7yKCXOvgDctS5tt7EQMWzfSNDefp8bvqr8+GI7Y4JP4S8dfIauxKZsXNtC2/+MjYHwwX3yG3FstOYzW1mNEUqdlOl5ORaYaK2XjMhUVNcVWE9pxyW2A7SMzZLN/ZHEkklJZfQeKbO7pXBKUV1oe74fXQDNVhpi4pHWKyxMlPtDOLtQU8s6aECT8cGWEknYEFsWV7RVXmyltChnCOvAqaoaIHRuvkEguz9GM3LugelJLUG2xJYnS1qPBkBy//QqWeYWpWJBhVcTDMUPF6ONBRtHKK0YkYs8TCBTxZCCQhMq147Tv9IiqpYcfWoQnXkzx0k0OKBdvdTBVcBG3CmGLmX9UyjlZx3C7EkBTF/N+N62fGD/ftG641pi2uMaknbHsr5s9ca0y7ucY/e44HbOuOtN9wrX2JN9duuD5i2wx0c22x6g1sDW74DLrY8EU8YNsdqXPtjVVvYGtwm3HKI7aNgjrXZLFqgY1cq6WUF36BwBchgvER27oLbOdaXaxaYGtwg+Tu2xO2jTCTa4tVoNsNtsa1Eacr6ffP2Db+W43kPpt/ATxzGVry7PC4AAAAAElFTkSuQmCC)

**10. Overfitting and Regularization**

When the hypothesis function is too complex or there are too many features while the number of training examples is not large enough, you may get an overfitting problem. In that case, ![J\left( \theta \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAASBAMAAADI5sFhAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHa7ic0yRN1mIplUq+8LhksMAAAA0ElEQVQYGT2PPUvDUBSGn0CTSExQirtFcE9/gbjaJfhLQkdB6OTkEAqCbsEti1QozagUF80S/0kmly5977nqgXPe9zznfsJv3JhWfy3JxOzzPzj0blRLxxeXMJc52ZKs3OBc+aqchsfkDlwrF5C9ZyUbB34g0eSFsGSpPh4g0t41RzWdwEjTVGB39ga3AgeVgWBg5sFprW09ccEdfPDAo1bp0ChPe3Roy70ABUGRSVuarnTgG56upLlrXHx68U933i1X2OfMRbpb0Vi18mW1Yg/dPyfNUKinLQAAAABJRU5ErkJggg==) of the training set may be very low, while that of the validate set and test set can be high. A good method to solve the problem is regularization which adds the squared term of parameters to the cost function.

**Regularized linear regression:**

    Cost function:

    Gradient descent:

 ,j ≠0

**Regularized logistic regression:**

    Cost function:

    Gradient descent:

 ,j ≠0

**11. Advanced Topics**

**Stochastic gradient descent:**

1. Randomly shuffle (reorder) training examples

2. Repeat {

    For i:=1,…,m{

![{\theta _j} = {\theta _j} - \alpha \left( {{h_\theta }\left( {{x^i}} \right) - {y^i}} \right)x_j^i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAL8AAAAUBAMAAAAuH/EYAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdrvNq0Qi75ndMmbbpXvnAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACuElEQVQ4EZ2VP2gUURDGv9tNbnfZ7N4RMEVAPE2jiHAkaSQQDrUQBIlgHdbO8uQKFUFWlMSQZgu1MCLXpouJYCyiZ2UlHAErNRwYCBKRpBQbZ96/e7tRkUyx881v5r2d996+O+D/zc+s2gWhwyy2mJQ2e30g+y/wyEoGDRUY8aekxf5HrlhFodGnjOqLHCuNNfoZoYYnC0CGfgPue515IESwCyxppLzNnnNPg9VrhZIr5WqBiDAkOqsTL4Twj9B4jZS32b0Zgi3cypd4dS/NExkNkdvXiY4UY0DY1Ux5izl1IGjjer7iKcppnsjoMRB1VCLg1sjedRE3hOo/LDZ0lBqo4Wc/yWoVlSxHSue3Of4EOK152W+0Akxs7KZvAJekNncbI1DMndpaD3tA5eWlPZH3bpLdJfnrwls9QPqRzKvXgSmg3IybgtGsLl45XQp8SQT+8hk7LJjVw+YZ1sfgUHGPpbTSHk4D0xTs8CszPtmBDXL0gkrVaeB+Q7QdqK3lyWKuvA1kJ8AtihdkaqPnMNRlZsxP8MEELEr7iGfJzwNcHNWOq7b3RJlbE04+lrHMQrAKix4+8kA2vUXRjL1oSvgdxB3ydMireBYMVumrC2aIJwHR3CEH7aht2Bwy1iNogu+GsVLiAeKGKFRqw6H5UAYt7Vz85Ac3mWDTW3G5Ikz5KS1KaL/JiEW1O6izjscz+Lmb9ZUuempfvsmHaYua8aroYLM3Lpq8gcWFtR5PkLtoa9/FpMT89aXpfufUXMGSQkyh+hIuOzUK+COQlv+pGBVQM9P5oq7W3hcr1ZHyTeEnxHJpG5XReo2NVltCG6Y7P2lKlHDSIqF4S7Dhb+yingjouLXgeGAyZddnqvNuwtiySL/ZYrRHmRWeVfrgHw6dq6lTnV9NDZFi8GIBHDI80Pkh5/nrMOr8N7JYkZVvQ4m9AAAAAElFTkSuQmCC)

            (for every j=0,…,n)

    }

}

To test whether the algorithm is converging, you can plot the mean cost of one example in a set of iterators, and if it's decreasing, then the algorithm is converging, otherwise, ![{\rm{\alpha }}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAHBAMAAADDgsFQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHZUZs0iq7uZMkTd74kVJr/+AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAMklEQVQIHWNgEDJRYGBgDGMoZmbgcGDQXMYgL8Dg4cCwh4HBh4FBloHhBQMDs/ZudjMAcRYGNTGf7dMAAAAASUVORK5CYII=) may be too large.

**Online learning:**

Online learning examples always have a dynamic data, which means that the data is like a flood and there are always new data coming. In that case, we can update the parameters as new data coming:

Repeat forever {

    Get new (x, y)

Update ![{\rm{\theta }}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAALBAMAAACwtdEWAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdrvNq0Qi75ndMmbbpXvnAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQElEQVQIHWNgYFR2YGBgFUhkYChmqGDgXMCQwcCtwPCTgX+L9wcGeQamDQxtDDwXGK4ytDMwiDEUMDDwGU1gAAASVgrexIV04gAAAABJRU5ErkJggg==) using (x, y): ![{\theta _j} = {\theta _j} - \alpha \left( {{h_\theta }\left( x \right) - {y^i}} \right){x_j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALoAAAATBAMAAADVMwrkAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEIlUdrvNq0Qi75ndMmbbpXvnAAACj0lEQVQ4EZ2TP2gTcRTHv7lrcncklxwdOhTEqIviEtqAiFKCOgiCRHCWc3OMZNBJThTb4nKDOoiUrN1iK6hDMJuTEApO/uGQQpFCSUdx8b1390t+v0sR8cHde+/zfe93v/v9Af7d3FirXZc40Ugavscsmyk6CjzToNeSREdKPYop7S++r2nlNLb038lkgxVOtbQuDuebOZCmbgv2R6U8TgNP/yKjjT4MVgxuq5bM3ygFOSJpmegtJbzOgrYCmX9IQGdd3DcrnIYTmSTNKuQOlTDMgoECmbcagMa8Hu6YFS9RikySZs8Bf5gJnprfbq6ycgzQWLmOX2bFFmqxQQqXpf4LYHVXRyL5fWB5sB/hglZp72KhnECYiEDtzbWxVDj3yB5Q+PvKB62FwoXYaTSkqdSpdkSz+7Dx1hphVSv99hV7nBJLReA4LKpMpkWFMc4CKwT2+Hsxb+XcgBxNsxZYLTxqUTcdDVlRHl3VxSfBs+PRU3EFT1AZMZqYG+LTJOGgcIgqnxVq4mK/fgJwOwTG9CzRM7FNbHIsjEXgM86Jh1oZv21z69TcIapDSmlXt/DKKwZ0xnhX3dAzdhBez+9xG++SiLSo6MDbZ5hZIXTkUqgchR4sGgwl0E9dqr444AmG2HH6NvBuUkYnKqRFJiMmIt2s6o8YbinQig7OAJF+w5prUTcGnABD7CRLMsG7eLq+nZg3B9sXGzxOG6moBqFp5SzM5ZRmW3/dqlPCu05m3Hpg0WQhp/Sp1E3fbn8aT6KORMvyo7R6bFacenkvBl2DqUFOazUSWlGeUP5d2PxPdn4iyYa8s9dcM+JowrJBRiFTzfzZpSLV1id6XsoTrUmFiqlBbkZKyXzxag78T0qD/AFLBpS4cRmGKgAAAABJRU5ErkJggg==)

}

**Artificial data synthesis:**

Create data from scratch: this means that you create data using your creation and innovation, such as using different front to create examples in character recognition.

Synthesizing data by introducing distortions: Notice that distortion introduced should be representation of the type of noise/distortions in the test set, while adding purely random/meaningless noise does not help.

**Some advanced algorithm to minimize**![\left( \theta \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAASBAMAAACk4JNkAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMARCJ2mRDduzJUq81mie8xWk7tAAAAlklEQVQIHR2OMQrCQBBF3wYjZhcxdaqAhY2I4AXWzkbcC9hbpvEGKS0EbYUcIUcI2FqJB7HwAP7dP8yfN8VnBkyNNKjnEZL7RNMas4bjjcwzCnB2gYYx2Kst2bGAFa7kSQt7ZjV3Fb/NASpR/uUTqcL0nOChxKQpOpRw5L3VmS028HqLGopBAzIPHVH6gEuipbzQFj/9A+bPF7dQOMvUAAAAAElFTkSuQmCC)**:**

Conjugate descent, BFGS, L-BFGS. When using these algorithms you need to have the function to compute ![J\left( \theta \right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAASBAMAAADI5sFhAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHa7ic0yRN1mIplUq+8LhksMAAAA0ElEQVQYGT2PPUvDUBSGn0CTSExQirtFcE9/gbjaJfhLQkdB6OTkEAqCbsEti1QozagUF80S/0kmly5977nqgXPe9zznfsJv3JhWfy3JxOzzPzj0blRLxxeXMJc52ZKs3OBc+aqchsfkDlwrF5C9ZyUbB34g0eSFsGSpPh4g0t41RzWdwEjTVGB39ga3AgeVgWBg5sFprW09ccEdfPDAo1bp0ChPe3Roy70ABUGRSVuarnTgG56upLlrXHx68U933i1X2OfMRbpb0Vi18mW1Yg/dPyfNUKinLQAAAABJRU5ErkJggg==) and ![\frac{{\partial {J_{\left( {{\theta _ \ldots }} \right)}}}}{{\partial {\theta _j}}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKAAAAASCAIAAABTr0IEAAABIklEQVRoge1ZyQ6EMAiVif//y8xhYkJlKU0XHcqLhwbLJktRAfFIBMbnaQMSc5EBDo4McHCcj2mGa9E5BMAIIXFRBhjY/XkPDiV1f41XpppUwS8zMdEDX4umpYaMciNimcva2qnIs9Nm9xOrWgx2KG+NlVndqRHlIQuui3KipFUkAlv4gYpMbiHVbtjpJ1atstmRbW6Seei+93k0okUPbOmTTmVeCr8MdgZjDWzfaQJpxksSJkzRzrLg4M18FHgUnUfGMjT5rhkvObLTezCQhjYvmah8z57W9KoaX2qH4lu0plI7/8UWoc1WVIL2PqaNFRzGlHfj7R+ybI/4A/TL5HQq1h8O3STInw2rsfZc2KlFb4nnPlVui7UtMys4ODLAwfEFAWdrK2INauYAAAAASUVORK5CYII=)